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TO CALCULATE THE EFFECTIVE NEUTRON MULTIPLICATION 

FACTOR OF SUBCRITICAL ASSEMBLIES 
 
 

Abstract 
 

This report describes different methodologies to calculate the effective neutron 
multiplication factor of subcritical assemblies by processing the neutron detector signals 
using MATLAB scripts.  The subcritical assembly can be driven either by a spontaneous 
fission neutron source (e.g. californium) or by a neutron source generated from the 
interactions of accelerated particles with target materials.  In the latter case, when the 
particle accelerator operates in a pulsed mode, the signals are typically stored into two 
files.  One file contains the time when neutron reactions occur and the other contains the 
times when the neutron pulses start.  In both files, the time is given by an integer 
representing the number of time bins since the start of the counting.  These signal files 
are used to construct the neutron count distribution from a single neutron pulse.  The 
built-in functions of MATLAB are used to calculate the effective neutron multiplication 
factor through the application of the prompt decay fitting or the area method to the 
neutron count distribution. 
 

If the subcritical assembly is driven by a spontaneous fission neutron source, then 
the effective multiplication factor can be evaluated either using the prompt neutron 
decay constant obtained from Rossi or Feynman distributions or the Modified Source 
Multiplication (MSM) method. 
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NEUTRON DETECTOR SIGNAL PROCESSING  
TO CALCULATE THE EFFECTIVE NEUTRON MULTIPLICATION 

FACTOR OF SUBCRITICAL ASSEMBLIES 
 
 

1 Introduction 
 

Signal processing of neutron detector data, using MATLAB1 scripts, can determine 
the effective neutron multiplication factor of a subcritical assembly.  The assembly can 
be driven either by a spontaneous fission neutron source (e.g. californium) or a neutron 
source generated from the interactions of accelerated charged particles with target 
materials.  In the latter case, the accelerator can be operated in a continuous (steady 
state) or a pulsed mode.  Typical target reactions are deuteron-deuteron (D-D) from 
incident deuterons, deuteron-tritium (D-T) from incident deuterons, spallation from 
incident protons, and photo-fission from incident electrons via Bremsstrahlung effect.  
The external neutron source is usually located in the center of the fuel zone to maximize 
the neutron multiplication.2-4 
 

When the subcritical assembly is driven by a spontaneous fission neutron source, 
the Rossi or Feynman distributions5-8 can be used to calculate the effective neutron 
multiplication factor through the evaluation of the prompt neutron decay constant, as 
described in Sections 6.B and 6.C.  Alternatively, the effective multiplication factor can 
be also estimated using the Modified Source Multiplication (MSM) method, as discussed 
in Section 6.D. 
 

If the subcritical assembly is driven by a pulsed external neutron source, the 
neutron detector signals can be used to measure the effective neutron multiplication 
factor using the prompt neutron decay fitting5 or the area method,9 as described in 
Section 7.  The area method is more accurate than noise (Rossi or Feynman) or prompt 
decay fitting methods because it relies on the integration over a fixed range (the pulse 
period), rather than the fitting, over an arbitrary range, of the measured data.  In 
addition, the area method does not use the neutron generation time Λ, which depends 
on the subcriticality level and detector position.  The area method cannot be used when 
the subcritical assembly is driven by a spontaneous fission neutron source or by a 
particle accelerator operating in a continuous mode. 
 

The neutron population can be divided into prompt and delayed.10  Prompt 
neutrons are immediately generated after a fission event up to a few milliseconds.  
Delayed neutrons are emitted from the decay of the fission fragments, which have half-
life in the range of 0.23 to 55.7 seconds for 235U.  Consequently, in the area method 
experimental setup, the particle accelerator should produce neutron pulses for at least 
10 to 15 minutes prior to the starting of the neutron counting.  This time interval before 
starting the neutron counting ensures that the delayed neutron contribution to the 
detector counting is approximately constant during the pulse period.  A particle 
accelerator operating in pulsed mode ejects particles for a short time interval (pulse 
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duration) and repeats this ejection at a fixed time interval (pulse period T).  Typical 
values of the pulse duration and period range from 5 to 10 microseconds (µs) and from 
20 to 50 milliseconds (ms), respectively.  The pulse period must be long enough to allow 
prompt neutrons to decay and short enough to have a constant contribution from the 
delayed neutrons during the pulse period.  The pulse period can be retrieved either from 
the accelerator signal file recording the start of each neutron pulse or from the 
accelerator control system.  The pulse duration cannot be retrieved from the accelerator 
signal file, but it can be obtained from the accelerator control system. 
 

Sections 2 to 5 review some basic principles on neutron detection. Sections 6 and 
7 discuss the methodologies to obtain the effective multiplication factor from the 
experimental detector signal acquired in steady state and pulsed neutron source 
operation modes, respectively.  Section 8 explains how to obtain the effective neutron 
multiplication factor from Monte Carlo computations simulating the detector signals 
acquired in steady state and pulsed neutron source operation modes.  Section 9 shows 
how to correct the effective multiplication factor obtained from experiments discussed in 
Sections 6 and 7 using Monte Carlo computer simulations discussed in Section 8.11-13 
 

This report focuses on using gaseous ionization detectors since the MATLAB 
scripts given in Appendixes A to D have been validated using the YALINA Thermal 
facility experimental data from 3He neutron detectors.13 

 
In this report, all the variables used in the numerical algorithms of the MATLAB 

scripts are written using the courier mono-space font and capital letters are used for 
arbitrary constants. 
 

2 Neutron Detectors 
 

Different detectors types are available for neutron and gamma radiation 
measurements.  Gaseous ionization detectors consist of a gas volume between two 
electrodes, a wire acting as an anode and a metallic hollow cylinder acting as a cathode, 
as shown in Fig. 1.  Typically, 30 to 40 eV radiation energy deposition create an ion par, 
which consists of an electron and a positive charged ion. 
 

Scintillation detectors consist of a luminescent material producing UV and/or visible 
light during ionization events.  More precisely, the ionization event elevates an electron 
from its valence band into a conduction band and the electron de-excitation occurs by 
photon emission. The electron de-excitation occurs from less than one up to 250 
nanoseconds, this usually reduces dead-time effects relative to gaseous ionization 
detectors. For scintillation detectors, the radiation energy deposition creating a single 
photoelectron is ~100 eV, this value is much bigger than the value required for gaseous 
ionization detectors of ~30 eV.  In scintillation detectors, the discrimination between 
events from neutron, gamma, and alpha particles is performed by pulse-shape analyses.  
The voltage pulse from neutron events decays slower than the one from gamma events 
and the voltage pulse from alpha events decays slower than the one from neutron 
events.  This is illustrated in Fig. 4 of Ref. 14, Fig. 2 of Ref. 15, and Fig. 13.16 of Ref. 
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16.14-16 Consequently, analyses on the tail (shape) of the voltage pulse allow the 
discrimination of particle types.  Conversely, for gaseous ionization detectors, the 
discrimination between neutron and gamma contributions is performed by pulse-height 
(instead of pulse-shape) analyses (Section 4). 
 

Semiconductor detectors consist of doped crystals of silicon, or other materials, 
which act as diodes. Semiconductor detectors have higher energy resolution relative to 
gaseous ionization and scintillation detectors because only a few eV (instead of ~30 and 
~100 eV as in the case of gaseous ionization and scintillation detectors, respectively) of 
radiation energy deposition produce a pair of charged carrier (electrons and holes).  In 
addition, semiconductor detectors are solid and therefore have more than thousand 
times higher density relative to gaseous ionization detectors.  In semiconductor 
detectors, ions and electrons have similar mobility; in gaseous ionization detectors, 
electrons move much faster than ions. For a semiconductor detector, a typical charge 
collecting time, which is proportional to the detector dead-time, is a fraction of µs. 
 

In general, neutron detectors have two different operation modes: pulse and 
current.  In pulse mode, the neutron detector generates a signal (voltage pulse) for 
every single neutron interaction event.17  When the neutron flux is very high, it is no 
longer possible to distinguish each single interaction event and the pulse mode does not 
provide accurate results.  In pulse mode, the gamma radiation contribution can be 
discriminated based on the signal (voltage) strength (pulse-height discrimination) or on 
the signal (voltage) shape (pulse-shape discrimination).  The pulse-height discrimination 
is performed by the multi-channel analyzer (the MCA described in Section 4) and takes 
into account that the number of ionizations from gamma ray interactions is much smaller 
than the one from neutron interactions.  The pulse-shape discrimination is performed by 
the preamplifier (described in Section 4) and takes into account that the voltage pulse 
generated by neutron events decays slower than the one generated by gamma events. 
 

In current mode, the detector signal is given by the average current induced by all 
ionization events.17  This mode can be used with a high neutron flux since the scoring is 
not affected by the dead-time effect.  However, gamma radiation discrimination is not 
possible because only the average signal (voltage) of many pulses is measured.  
Consequently, this detector operation mode does not permit discriminating the gamma 
ray contributions according to the signal (voltage) value or shape of a single ionization 
event. 
 

In addition to pulse and current modes, fission chambers can be also operated in 
Campbelling mode.  In this operational mode, the detector measures the standard 
deviation of the current produced by many ionization events.  The major benefit of this 
operational mode is that the gamma radiation contribution to the detector signal can be 
discriminated even with a high gamma flux, which is not possible in pulse and current 
modes.18-24  

 
Typical fission chambers are made of a thin tungsten wire (~0.1 mm diameter) 

located at the center of an aluminum or steel hollow cylinder.  An inert gases mixture, 
e.g. 95% argon and 5% nitrogen at 1 to 5 bars pressure, fills the hollow cylinder.  Steel 
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allows higher operation temperatures relative to aluminum.  The wire acts as anode and 
collects electrons; the metallic cylinder acts as cathode and collects ions (Fig. 1).  
Alternative fission chamber designs use a hollow cylinder as anode (Fig. 2).  A thin layer 
of highly enriched fissile material, e.g. 95% 235U, is deposited on the inner surface of the 
cylinder.  The deposit must be thin enough to allow fission products to escape the fissile 
material layer.  For uranium material, fission products travel up to 7 µm, which 
corresponds to 13 mg/cm2 coating mass per unit area.  Consequently, the typical 
uranium coating mass per unit area is in the range of 0.02 to 2 mg/cm2.16  Fission 
products are emitted in opposite directions, therefore one fission product enters the gas 
and the other is absorbed in the cylinder.  The fission product entering the gas 
generates millions of electrons and ions since the kinetic energy of fission products is 
about 160 MeV; dissimilarly, the energy of prompt fission gammas is only 8 MeV.  A 
fission product ionizes the inert gas creating a charge equivalent to that of 1.4x106 
electrons.  Electrons and ions in the gas share this total charge.  Geslot et al.20 have 
found that the total charge divides into 91 and 132 fC for electrons and ions, 
respectively.  This charge occurs over a time interval of 150 ns and 40 µs for electrons 
and ions, respectively, since ions move much slower than electrons (whereas fission 
products have high energy and move faster than electrons).  Consequently, the average 
current generated by the electrons (1.4 µA) is greater than that generated by ions (7.2 
nA).20 
 

In a fission chamber, fission reactions in the fissile deposit could be also induced 
by gamma rays, however the cross section of these reactions is very small and peaks in 
the range of 10 to 20 MeV.  Consequently, photo-fission reactions in the fissile deposit 
can be neglected.  
 

Different particles and radiation contribute to gas ionization reactions that generate 
the signal detected by a fission chamber: 

• Fission products from the fissile deposit; 
• Gamma rays from the external neutron source or the assembly fuel; 
• Gamma rays from fissions in the fissile deposit; 
• Gamma rays from neutron capture reactions in the fission chamber materials; 
• Alpha particles from the decay of fission products in the fissile deposit; 
• Alpha particles from the uranium decay in the fissile deposit. 

 

3 Gaseous Ionization Detectors Classification 
 

Gaseous ionization detectors can be classified into three different types according 
to the voltage applied to the electrodes as shown in Fig. 3.  If the applied voltage is low, 
the charge in the gas is not multiplied; ions drift to the cathode and free electrons to the 
anode; the detector acts as an ionization chamber (wheat area in Fig. 3).  If the applied 
voltage is higher, electrons acceleration gives raise to avalanche multiplication; the 
detector acts as a proportional counter (cyan area in Fig. 3).  If the applied voltage is 
very high, multiple avalanches and ultraviolet photons are created; the detector acts as 
a Geiger-Müller counter (green area in Fig. 3). 
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If the applied voltage is small (light-purple area in Fig. 3), electrons generated by 
particle interactions do not reach the anode since they recombine with other ionized gas 
molecules.  In the ionization chamber region, electrons reach the anode without 
recombination independently of the voltage fluctuations.  In the proportional counters 
region, electrons kinetic energy is enough to cause additional ionizations (avalanche 
multiplication).  In the Geiger-Müller counters region, electrons excite gas molecules, 
which de-excite by the emission of ultraviolet photons. 
 

Typically, the ionization chamber operation does not suffer from dead-time effects 
and it can be used with strong neutron sources.  It can tolerate long irradiation times 
without degrading the gas performance.  However, a sophisticated electronic circuit is 
required because the output voltage is low.  The output voltage value depends on the 
gas composition.  Proportional counters can measure the radiation energy, discriminate 
gamma and neutrons events, and suffer from dead-time effects.  In addition, their 
efficiency can be affected by the electrons deposition to the anode wire.  Geiger-Müller 
counters have high output voltage, which simplifies the electronic circuit.  They cannot 
discriminate gamma and neutrons events since they cannot measure the radiation 
energy, cannot endure long irradiation times because of the gas degradation, and suffer 
dead-time effects.  Ionization chambers detectors usually operate in current mode, 
whereas proportional counters, Geiger-Müller counters, scintillation, and semiconductor 
detectors, mostly operate in pulse mode.  
 

The operating voltage of a proportional counter depends on the pressure and the 
type of the used gas and on the active volume diameter.  For a 3He proportional counter 
with 0.5 cm diameter, the operating voltage is the range of 750 to 1650 V for 2 and 10 
atm gas pressure, respectively.  If the 3He proportional counter has 1.5 cm diameter, the 
operating voltage can range between 1000 and 1850 V for 2 and 10 atm gas pressure, 
respectively. 
 

Detectors can also be classified by the type of information they produce.  If the 
detector counts the number of interactions, it is referred to as a counter.  If the detector 
measures the energy distribution of the interactions, it is referred to as a spectrometer.  
If the detector measures the total energy of the interactions, it is referred to as a 
dosimeter. 
 

4 Gaseous Ionization Detectors Electronic Components 
 

The electronic components of a gaseous ionization detector are: the preamplifier, 
the amplifier, and the multi-channel analyzer (MCA).  The preamplifier connects the 
detector to the rest of the circuit electronics and converts the collected ionization charge 
into a voltage signal varying with time.  The preamplifier output voltage is given as input 
to the amplifier, which amplifies the voltage pulses and reshapes them into Gaussian-
shape pulses (Fig. 4).  The analog (continuous with time) output voltage of the amplifier 
is given as input to the (MCA).  This latter electronic component converts the output 
voltage of the amplifier from analog (continuous signal as a function of time) to digital 
(discrete signal as a function of time) format.  A MCA consists of the union of single 
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channel analyzers.  A single channel analyzer (SCA) has only lower and upper level 
voltage discriminators.  The pulse is counted by the SCA only if the voltage is within the 
voltage channel set by the lower and upper level voltage discriminators.25 
 

If the MCA has 15 channels and the maximum and minimum voltages are 15 and 0 
V, respectively, then the first channel of the MCA counts ionization events producing 
voltage pulses ranging from 0 up to 1 V; the second channel of the MCA counts 
ionization events producing voltage pulses ranging from 1 up to 2 V (Fig. 4).  Figure 4 
gives an illustrative example of the the pulse-height discrimination technique; fake 
neutron counts from noise effects (Section 5) can be discriminated by ignoring the 
voltage peaks in the first channel; gamma rays can be discriminated by ignoring the 
voltage peaks in the second channel. 
 

For 3He proportional counters, Langford et al.26 proposed a method to discriminate 
fake (Section 5), gamma, and neutron contributions using pulse-shape (instead of pulse 
height) analyses.  This method takes into account the rise-time of the voltage pulse 
generated by the ionization event.  If the ionization event is caused by a gamma ray, the 
rise-time of the voltage pulse is much faster than the one caused by a neutron.  Noise 
(generating fake counting, Section 5) pulses have a rise-time shorter than gamma ray 
pulses (Fig 3 of Ref 28).  This pulse-shape discrimination proposed by Lagford et al.26 is 
performed on the preamplifier signal, whereas the pulse-height discrimination is 
performed by the MCA.  In addition, Langford et al.26 pulse-shape discrimination is 
performed on the begin of the voltage pulse, whereas the pulse-shape discrimination 
applied in scintillation detectors is performed on the tail of the voltage pulse (Section 2). 
 

5 Dead-Time, Noise, Pile-Up, and Wall Effects 
 

5.A. Dead-Time Effect 
 

When the neutron detector operates in pulse mode, the electronic signal is 
subjected to the dead-time effect.27,28  This effect occurs when the time interval between 
two successive neutron events is shorter than a time interval δ referred to as dead-time.  
The dead-time is the time elapsed since an event during which the detector cannot 
count another event.  Within the dead-time, the detector cannot score more than one 
count. 
 

Accurate modeling of the dead-time effect is complicated27 and it is beyond the 
scope of this report.  However, the non-paralyzable and paralizable models are 
generally used to correct for the dead-time effect when the average intensity of the 
external neutron source is constant over time (e.g. a californium neutron source).  In 
both models, if two consecutive neutron events occurred at times signal(j) and 
signal(j+1), with signal(j+1)-signal(j)< δ, the neutron event occurring at 
signal(j+1) is not counted.  In the non-paralyzable model, the dead-time associated 
to a neutron count is not extended to next neutron count.  For instance, a third neutron 
event, occurring at time signal(j+2) greater than signal(j)+ δ, is scored as 
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shown in Fig. 5.  Equation 1 relates the measured count rate m to the real count rate c 
for the non-paralyzable model.28 
 

(1)
1 δm

mc
−

≅  

 
In the paralyzable model, the dead-time associated to a neutron count is extended 

to next neutron count.  If two neutron events are scored at times signal(j) and 
signal(j+1)with signal(j+1)-signal(j)< δ, then the dead-time extends from 
signal(j) up to signal(j+1)+δ.  A third neutron event occurring at time 
signal(j+2), smaller than signal(j+1)+ δ, is not scored, as illustrated in Fig. 5.  
Section 6 discusses more in detail the signal array.  Equation 2 relates the measured 
count rate m to the real count rate c for the paralyzable model.28 
 

)2()exp( δccm −⋅≅  
 

Equations 1 and 2 can be applied only if the average intensity of the external 
neutron source, driving the subcritical assembly, is constant over time (e.g. a californium 
neutron source). 
 

For a subcritical assembly driven by a particle accelerator operating in pulsed 
mode, the dead-time correction depends on the pulse duration, the pulse shape, and on 
the dead-time value δ.  Equation 3 can be used when the accelerator neutron pulse has 
rectangular shape and lasts longer than the dead-time and when the measured neutron 
count m is small, since the denominator in the right side must be positive.29 
 

(3)

2
11 






 −

⋅
−

≅

ww
Tm
mc

δδ
 

 
In Eq. 3, w is the effective pulse duration, which also accounts for the time of the 

neutron thermalization process, and T is the pulse period.  Equation 4 can be used if the 
dead-time is longer than the pulse duration.30 
 

( ) (4)1log1 mT
T

mc −−≅  

 
In Eqs. 1 to 4 the unit of c and m is counts per seconds.  Figure 6 illustrates the 

dead-time effect using non-paralyzable and paralizable models when the dead-time is 
3.5 or 50 µs and the average intensity of the external neutron source is constant over 
time.  When the dead-time is 3.5 µs, the real count rate is very close to the measured 
count rate up to 10,000 counts per second for the paralyzable and the non-paralyzable 
models.  If the dead-time is extremely high, e.g. 50 µs, the real count rate significantly 
differs from the measured count rate.  The curve referring to 50 µs dead-time has been 
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only plotted for illustration purpose.  Helium detectors have a typical dead-time of few µs 
and fission chambers have a dead-time lower than 0.5 µs.  The helium and fission 
chambers detectors used in the YALINA Thermal experiments have 3.4 and 0.5 µs 
dead-time, respectively.31 
 

Experiments can be used to measure the dead-time.  For example, the dead-time 
can be measured by performing four experiments using two californium neutron sources 
with strengths A and B.28  In the first experiment, the detector scores the counts from the 
background neutron source sfm , coming from the spontaneous fission events in the fuel 
material.  In the second and third experiments, the detector scores the counts from the A 
and B neutron sources (mA and mB, respectively).  In the fourth experiment, the detector 
scores the counts from both the A and B neutron sources (mAB).  Equations 5 to 8 apply 
to the four experiments, respectively. 
 

(5)
1 sf

sf

sf
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In Eqs. 5 to 8 the subscript denotes the strength of the neutron source.  In Eq. 5, it 

is assumed that the counting rate from the spontaneous fission neutron source is small 
enough to neglect dead-time effects.  In Eqs. 6 to 8, it is assumed that the dead-time 
value is small enough to simplify 1/(1-mδ) as 1+mδ.  The dead-time value can be 
obtained by Eq. 9, which solves the equations system formed by Eqs. 5 to 8. 
 

(9)222
BAAB

sfABBA

mmm
mmmm

−−
−−+

≅δ  

 
Another technique to evaluate the dead-time is to measure the count rate from a 

single steady state neutron source (without any subcritical assembly) as a function of 
the distance R between the detector and neutron source positions.  This methodology 
uses Eq. 10, which comes from the assumptions that: 1) the true counting rate c is 
inversely proportional to the square of the distance R and directly proportional to the 
neutron source strength S; 2) the neutron source strength S is known; 3) the dead-time 
effects follow the non-paralyzable model.32 
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The dead-time can also be determined by an oscilloscope analyzing the amplifier 

output voltage as a function of time (Fig. 4).  The dead-time is related to the highest full 
width at half maximum of all voltage peaks.  Each voltage peak carries its own dead-
time value which is proportional to its full width at half maximum; ideally, the value of δ 
takes into account all these dead-time values.32  Unfortunately, the oscilloscope 
technique to measure the dead-time is difficult to apply because of pile-up effects 
(Section 5.C).32 
 

For gamma ray detectors, an alternative method to estimate the dead-time is to 
measure the count rate cγ from a short lived radioisotope, acting as gamma ray source 
(without any subcritical assembly), as a function of time. In this case, the real gamma 
ray count rate cγ(t) is given by Eq. 11.33 
 

(11))0()0()( t
b

t eccectc λ
γγ

λ
γγ

−− ≅+=  
 

In Eq. 11, λ is the decay of the gamma ray source, t is time, and cγb is the gamma 
rays background contribution (from cosmic rays) to the gamma ray count rate.  The latter 
term is small and can be ignored.  The dead-time of the gamma detector can be 
obtained by applying Eq. 1 to the left side of Eq. 11, which gives Eq. 12.33 
 

(12))()0()0()( tmccetm t
γγγ

λ
γ t ⋅⋅−=  

 
In Eq. 12, mγ(t) is the measured gamma ray count rate.  In Eq. 12 there are two 

unknowns: the dead-time t and the gamma ray count at the beginning of time cγ(0).  
These two unknowns can be retrieved by fitting the value of the left side of Eq. 12 
(plotted on the y-axis) as a function of mγ(t) (plotted on the x-axis), as illustrated in Fig. 8 
of Ref. 33. 
 

5.B. Electronic Noise Effect 
 

The Johnson–Nyquist electronic noise is generated by the electrons thermal 
agitation in the circuit electronics and is independent of the applied voltage.  As 
discussed in Section 4, the detector components are the preamplifier, the amplifier, and 
the MCA. Cables connect these electronic components and longer cables produce more 
noise relative to shorter cables.  Therefore, the electronic noise is attenuated by shorting 
the cables as much as possible.  Consequently, the preamplifier is located as close as 
possible to the active zone of the detector containing the ionized gas detector.  The 
electronic noise may generate fake neutron counts.  These fake neutron counts are 
associated to very small peaks of voltage and should be discriminated by ignoring the 
counts from the first channel of the MCA (Fig. 4).  Additional fake neutron counts may be 
generated by temperature variations causing small changes in the resistors and 
capacitors of the detector components. 
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5.C. Pile-up Effect 

 
The pile-up effect occurs when two or more pulses overlap one-another, as shown 

in Fig. 7, which shows the preamplifier analog voltage as a function of time.  In Fig. 7 the 
pulses do not have a Gaussian shape, as those in Fig. 4, because the Gaussian shape 
is set by the amplifier.  The sum of all pulses has a much higher voltage peak relative to 
the voltage peak of the single pulses. This behavior changes the scoring channel of the 
MCA. If the gamma flux is very high, the pile-up of multiple gamma rays events can be 
erroneously counted as a neutron event.34  This effect generates a fake neutron count.  
A very high gamma ray counting occurs when the external neutron source, driving the 
subcritical assembly, is generated by accelerated electrons via Bremsstrahlung effect. 
 

5.D. Wall Effect 
 

In 3He gaseous ionization detectors, neutron interactions with gas molecules follow 
Eq. 13. 
 

n + 3He → 1H + 3H + 764 keV   (13) 
 

The 764 keV released energy is the sum of the kinetic energies of the proton (574 
keV) and of the triton (190 keV).  The wall effect happens when either the proton or the 
triton hit the cathode (the metallic hollow cylinder confining the ionization gas, Fig. 1) 
without (totally or partially) depositing their energy in the gas.  The wall effect reduces 
the peak voltage generated by the amplifier and the scoring channel of the MCA.  
Consequently, the wall effect produces a step in-between the gamma and neutron 
peaks in the pulse-height spectrum, as Fig. 8 illustrates.  Figure 8 plots the pulse-height 
spectrum, which is the number of counts as a function of the MCA channel, for a 
measurement performed with a low gamma flux.  If the gamma flux is high, the gamma 
peak shown in Fig. 8 can be as high as the neutron peak and have a very long tail (Fig. 
13.8 of Ref. 16). 
 

6 Steady State Neutron Source Operation 
 
 6.A. Average Neutron Counts per Second 
 

If the subcritical system is driven by a particle accelerator operating in a continuous 
mode or by a spontaneous fission neutron source, the MCA produces only one binary 
file.  This file contains a list of positive integers and each integer represents the number 
of time bins (ticks) corresponding to neutron event.  The zero value marks the moment 
when the neutron events counting starts.  As discussed in Section 1, the counting starts 
after 10 to 15 minutes of operation to allow the delayed neutrons to reach an equilibrium 
condition.  The value of the time bin (TICK) is set by the hardware of the MCA; a typical 
TICK value is 12.5 nanoseconds for YALINA thermal facility13.  For instance, if the 
signal array contains an element with 1207 value, then the neutron event happened 
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after 15 microseconds, 1207 multiplied by 12.5E-9.  If the signal array has 20 million 
elements, then about 20 million neutron events occurred in the detector and the file size 
of the signal array is about 100 MB. 
 

Appendix A lists the MATLAB script for processing the detector signal file for a 
subcritical assembly driven by a steady state external neutron source.  In this script, the 
signal array stores the detector signal data (timestamps) from the MCA.  The MATLAB 
script executes the following steps: 
 

1) It reads the neutron events data from the detector signal file and stores them 
into the signal array; 

2) It defines the measured average counts per second m as the total number of 
events divided the time of the experiment; 

3) It calculates the real counts per second c by applying the non-paralyzable 
dead-time model to the measured count rate m. 

 
In step 1, the fopen function opens the file created by the MCA, the fread 

function transfers the experimental data from the signal file into the signal array in the 
computer RAM memory, and the fclose instruction closes the signal file containing 
experimental data. 
 

In step 2, the total time of the experiment is obtained as the last value of the 
signal array multiplied by the time bin (TICK) value (12.5E-9 seconds for YALINA 
Thermal Facility).  The total number of counts m during the experiment is given by the 
number of elements of the signal array.  The MATLAB length function calculates the 
number of elements of an array. 
 

In step 3, the real count rate c is derived by applying Equation 1. 
 

When the experimental facility has an effective multiplication factor around 0.965 
and it is driven by a californium neutron source, a typical real count rate is about 2000 
counts per seconds.  This value is very close to the measured count rate (e.g. 1986 
counts per seconds) assuming δ = 3.5 µs. 
 
 6.B. Rossi Distribution 
 

The Rossi distribution is given by the number of captured neutron pairs as a 
function of the time interval between the two capture events (Δ𝑡𝑡), as illustrated in Fig. 
9.35  This distribution contains a random part, which is given by neutron captures caused 
by neutrons of different fission chains, and a correlated part, which is given by neutron 
captures caused by neutrons from the same fission chain.  The correlated part 
exponentially vanishes with the Δ𝑡𝑡 time interval following the decay of prompt neutrons, 
as described in Eq. 14. 
 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(Δ𝑡𝑡) = 𝐴𝐴 + 𝐵𝐵𝑒𝑒−𝛼𝛼Δ𝑡𝑡                                       (14) 
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In Eq. 14, Δ𝑡𝑡 is the time interval between two neutron capture events, A is a 

constant set by neutron captures from different fission chains, B is a constant set by 
neutron captures from the same fission chain, and α is the prompt neutron decay 
constant.  The Rossi distribution peaks when the time interval between two capture 
events is small since this condition is satisfied for neutrons generated from the same 
fission chain.  Neutrons from the same fission chain contribute only to the right term on 
the right side of Eq. 11.  Figure 10 illustrates a typical Rossi distribution and 
distinguishes the events from the same fission chain from those from different fission 
chains. 
 

The effective neutron multiplication factor of the subcritical assembly can be 
calculated using Eq. 15.13 
 

𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒 =
1

1 − 𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒 − αΛ
                                             (15) 

 
In Eq. 15, α is the prompt neutron decay constant, βeff is the effective delayed 

neutron fraction, and Λ is the neutron generation time.  The α value is obtained by fitting 
the Rossi distribution obtained from experimental data, as shown in Fig. 11.  The R in 
the legend of Fig. 11 denotes the fitting residual error calculated by the EzyFit MATLAB 
toolbox.  In Eq. 15, the βeff and Λ kinetic parameters are usually calculated by neutron 
transport programs executed in criticality mode.2  Ideally, the α fitting range is chosen in 
a time interval where the Rossi distribution is linear on a logarithm scale.  If the 
assembly is deeply subcritical, it is not possible to apply Eq. 14 and the decay of prompt 
neutrons occurs through multiple exponential functions with different decay constants.31  
In this case, the fitting domain should be shifted to the right as much as possible so that 
the contribution from higher alphas is negligible.  Equation 15 is based on point kinetics 
formulation.36 
 

Appendix B gives the MATLAB script, which calculates the Rossi distribution from 
the signal array.  In this script, x is the domain of the Rossi distribution (Δ𝑡𝑡) and it 
represents the time interval between two neutron captures, TBIN is the time bin of the x 
array, InvTBIN is the inverse of the time bin, maxx and maxs are the lengths of the x 
domain and signal arrays, respectively, rossi is the Rossi distribution, interval is 
the time between two neutron captures, h is an integer holder, and TICK is the time bin 
of the MCA.  The InvTBIN constant is defined to speedup calculations, since 
multiplications are computed faster than divisions.  The ceil function rounds towards 
plus infinity a real number (e.g. 0.1 is rounded to 1).  The zeros function creates a 
matrix with all elements set to zero.  The calculation of the Rossi distribution is based on 
two nested for loops both iterating on the neutron captures in the signal array.  The 
outer for loop iterates on all neutron captures in the signal array minus one and uses 
the i iteration index.  The inner for loop iterates from i+1, marking the first neutron 
capture occurring after the ith neutron capture, to the end of the signal array minus 
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one and uses the j iteration index.  At each iteration, the time interval between two 
neutron captures is calculated according to Eq. 16. 
 

interval = signal(j) - signal(i)  (16) 
 

If the interval value is below the maximum value (e.g. 50 ms) of the x array (the 
domain of the Rossi distribution), the Rossi distribution is updated; otherwise, the inner 
for loop is interrupted by a break instruction.  The Rossi distribution can be drawn by 
the plot function and the α value can be obtained by fitting the curve with an 
exponential function, as previously discussed, using the EzyFit MATLAB toolbox. 
 
 6.C. Feynman Distribution 
 

In the Poisson probability distribution, the variance is equal to the mean and the 
next event probability is independent of the elapsed time since the previous event.  
Radioactive decay and particle scattering processes follow the Poisson probability 
distribution.  Neutron captures events do not follow the Poisson probability distribution 
because they are correlated events via fission chains.  Consequently, the Feynman 
distribution Y is defined as the variance to mean ratio minus one, of the neutron counts 
array c(Δ𝑡𝑡𝑔𝑔) as a function of a fixed time interval Δ𝑡𝑡𝑔𝑔 (gate), as shown in Eq. 17. 
 

𝐹𝐹𝑒𝑒𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹�Δ𝑡𝑡𝑔𝑔� = 𝑌𝑌�Δ𝑡𝑡𝑔𝑔� ≡
𝑣𝑣𝐹𝐹𝑣𝑣 �𝑐𝑐�Δ𝑡𝑡𝑔𝑔��

𝐹𝐹𝑒𝑒𝐹𝐹𝐹𝐹 �𝑐𝑐�Δ𝑡𝑡𝑔𝑔��
− 1              (17) 

 
An illustration of the neutron counts array c(Δ𝑡𝑡𝑔𝑔) for different gates is given in 

Figs. 12 to 15. In this example, it is assumed that 10 neutron ionization events, occurring 
between 0.02 and 0.92 µs as shown in Fig. 12, contribute to the neutron counts array.  
In this illustrative example, the Feynman distribution is obtained by a deterministic 
procedure. 
 

Alternatively, the neutron counts array c(Δ𝑡𝑡𝑔𝑔) can be obtained by randomly 
sampling the signal array, which is plot in Fig. 12  and including in each c(Δ𝑡𝑡𝑔𝑔) unit all 
the following neutrons captures within the Δ𝑡𝑡𝑔𝑔 gate.  In this case, the Feynman 
distribution is obtained by a Monte Carlo (random) procedure. 
 

The prompt neutron decay constant α can be obtained by fitting the Feynman 
distribution 𝑌𝑌(Δ𝑡𝑡) with the function given in the right side of Eq. 18, as discussed in 
Ref. 5. 
 

𝑌𝑌�Δ𝑡𝑡𝑔𝑔� ≈
𝐵𝐵
α2 �1 −

1 − 𝑒𝑒−αΔ𝑡𝑡𝑔𝑔

αΔ𝑡𝑡𝑔𝑔
�                                (18) 

 
In Eq. 18, B is a constant.  Equation 18 is based on point kinetics and assumes that 

the subcritical assembly operates close to criticality, i.e. no multiple alphas. 
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Figure 16 illustrates a typical Feynman distribution.  Fitting the Feynman 

distribution by Eq. 18 allows obtaining the prompt neutron decay constant α, as shown 
in Fig. 16.  The effective multiplication factor of the subcritical assembly can be obtained 
by Eq. 15 as discussed in Section 6.B. 
 

Appendix C reports the MATLAB script to calculate the Feynman distribution from 
the signal array data.  In this script, the array gate is the domain of the Feynman 
distribution and each element of this array represents the time interval Δ𝑡𝑡𝑔𝑔 used to build 
the neutron counts array c(Δ𝑡𝑡𝑔𝑔), as shown in Figs. 13 to 15.  In order to construct the 
neutron counts array c(Δ𝑡𝑡𝑔𝑔) using the deterministic procedure, the length of the 
experiment is divided into time intervals of length Δ𝑡𝑡𝑔𝑔.  The length of the experiment is 
given by the value signal(end)·TICK; the first term is the last unit of the signal 
array, whereas the latter term is the time bin of the MCA.  MAXT is the maximum of the 
gate array (e.g. 50 ms). TBIN is the time bin of the gate array.  maxg is the length of 
the gate array.  maxs is the length of the signal array shorted by the MAXT value.  
feynman1 and feynman2 are the deterministic and the random Feynman distributions, 
respectively.  The array c is the neutron counts array c(Δ𝑡𝑡𝑔𝑔).  The rand function 
generates a random number between 0 and 1; this function is used only in the random 
procedure calculating the Feynman distribution feynman2.  The max function calculates 
the maximum value of an array.  The find function returns all indexes of an array 
satisfying an equality or inequality condition.  The var function calculates the variance 
of an array.  The mean function calculates the mean of an array.  The warning function 
displays a warning message.  The fprintf function displays a string message. The 
user-defined function_feynman function returns the deterministic and random 
Feynman distributions and takes as input data: the signal array signal, the gate array 
gate, maxs, maxg, and a user defined string mystring, e.g. the date of the 
experiment.  The maxi value is the length of the c array for the random procedure 
calculating the Feynman distribution feynman2; this number should be large and has 
been arbitrary set to hundred millions, since the length of the signal array is a few 
millions.  The hist(y,x) function takes as input the x and y arrays and returns the 
distribution of y among bins with centers specified by x; this function is used only for the 
deterministic procedure calculating the Feynman distribution. 
 

The random procedure is based on a while loop embedded into two nested for 
loops; this algorithm structure is therefore more expensive to compute relative to the 
Rossi distribution, which requires only two nested loops.  The outer for loop iterates on 
all gate values using the m integer index.  At each outer for loop iteration, the c array 
with maxi elements is set to zero.  The inner for loop iterates on all integers between 1 
and maxi using the i integer index.  At each inner for loop iteration, a random neutron 
capture is sampled from the signal array; the integer s (abbreviation of start) is the index 
of this neutron capture.  The while loop stores into the c array all neutron captures 
occurring from the time signal(s) up to the time signal(s) + gate(m).  The 
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random Feynman distribution value associated to the gate(m) value is calculated at the 
end of the outer for loop. 
 

The deterministic procedure is based on a single for loop iterating on all elements 
of the gate array through the m index.  At each iteration the c array is built using the 
hist function with inputs the signal array and an array with a length given by the 
duration of the experiment (shortened by MAXT) divided the gate(m) value.  The first 
value of the latter array is gate(m)/2 because the hist(y,x) returns the distribution 
of y among bins with centers specified by x; the x values do not represent the bins 
boundaries. 
 
 6.D. The Modified Source Multiplication (MSM) Method 
 

For a subcritical assembly driven by a steady state external neutron source, the 
neutron detector counting c is equal to the product of the detector efficiency ε, the 
Spriggs factor g*, the multiplication factor M, and the source intensity S, as defined in 
Eqs. 19 to 24.37 
 

𝑐𝑐 = 𝜀𝜀𝑡𝑡∗𝑀𝑀𝑀𝑀                 (19) 
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𝑡𝑡∗ ≡
1 − 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒
1 − 𝑘𝑘𝑠𝑠𝑠𝑠𝑠𝑠

          (21) 

 

𝑘𝑘𝑠𝑠𝑠𝑠𝑠𝑠 ≡
𝐹𝐹

𝐹𝐹 + 𝑀𝑀
          (22) 

 

𝑀𝑀 =
1

1 − 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒
          (23) 
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In Eqs. 19 to 24, r , Ω


, E, DS , fS , χ, ν, V , VD, sϕ , s, ksrc , and keff are: the neutron 
position, the neutron flight direction, the neutron energy, the macroscopic cross section 
of the gas in the detector, the fission macroscopic cross section of the fuel, the fission 
neutron spectrum, the number of fission neutrons, the assembly volume, the detector 
volume, the angular neutron flux solving the inhomogeneous neutron transport equation 
(with the external neutron source term), the space-energy-angle distribution of the 
external neutron source, the source multiplication factor, and the effective multiplication 
factor, respectively.  In Eq. 2, the (n,xn) reactions have been neglected in order to 
simplify the equations, although those reactions can be accounted for similarly to the 
fission reactions.38 
 

If there are two configurations of the subcritical assembly with different reactivities, 
labeled by subscripts 1 and 2, then the ratio between the detector counting rates is 
given by Eq. 25, which introduces the fMSM factor. 
 

𝑐𝑐2
𝑐𝑐1

=
𝜀𝜀2𝑡𝑡2∗𝑀𝑀2

𝜀𝜀1𝑡𝑡1∗𝑀𝑀1
≡ 𝑓𝑓𝑀𝑀𝑀𝑀𝑀𝑀

𝑀𝑀2

𝑀𝑀1
          (25) 

 
The fMSM factor can be calculated (e.g. by MCNP simulations)39 according to Eq. 

26.6,40 
 

𝑓𝑓𝑀𝑀𝑀𝑀𝑀𝑀 =
𝑐𝑐2𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀1

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀

𝑐𝑐1𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀2
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀           (26) 

 
Four MCNP simulations are required to obtain the fMSM value, because the two 

detector counts are obtained by two source mode simulations (with the external neutron 
source), whereas the two multiplication values are obtained by two criticality mode 
simulations (without the external neutron source). 
 

Assuming that the experimental value of the multiplication factor for configuration 1 
𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒1,𝑠𝑠
𝑒𝑒𝑒𝑒𝑒𝑒,𝑠𝑠𝑒𝑒𝑒𝑒𝑒𝑒𝑠𝑠𝑒𝑒𝑟𝑟𝑠𝑠𝑒𝑒  is known, the modified source method (MSM) experimental value of the 

multiplication factor for configuration 2 (𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒2
𝑒𝑒𝑒𝑒𝑒𝑒,𝑚𝑚𝑠𝑠𝑚𝑚) can be obtained using Eq. 27. 

 

𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒2
𝑒𝑒𝑒𝑒𝑒𝑒,𝑚𝑚𝑠𝑠𝑚𝑚 = 1 −

𝑓𝑓𝑀𝑀𝑀𝑀𝑀𝑀𝑐𝑐1
𝑒𝑒𝑒𝑒𝑒𝑒�1 − 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒1,𝑠𝑠

𝑒𝑒𝑒𝑒𝑒𝑒,𝑠𝑠𝑒𝑒𝑒𝑒𝑒𝑒𝑠𝑠𝑒𝑒𝑟𝑟𝑠𝑠𝑒𝑒�
𝑐𝑐2
𝑒𝑒𝑒𝑒𝑒𝑒           (27) 

 
In Eq. 27, 𝑐𝑐1

𝑒𝑒𝑒𝑒𝑒𝑒 and 𝑐𝑐2
𝑒𝑒𝑒𝑒𝑒𝑒 are the detector neutron counts obtained from 

experimental measurements for configuration 1 and 2, respectively.41  It is assumed that 
the two detector counts are measured in the same experimental channel with the same 
detector at slightly different reactivity levels of the subcritical assembly. 
 

The known reference value 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒1,𝑠𝑠
𝑒𝑒𝑒𝑒𝑒𝑒,𝑠𝑠𝑒𝑒𝑒𝑒𝑒𝑒𝑠𝑠𝑒𝑒𝑟𝑟𝑠𝑠𝑒𝑒 is equal to 1 if the experimental facility 

can be operated in criticality condition.  Otherwise, this value must be obtained by other 
methods, e.g. Rossi, Feynman, or Area methods. 
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7 Pulsed External Neutron Source Operation 
 

When a particle accelerator operates in pulsed mode and drives the subcritical 
assembly, the MCA produces two files.  The first file is similar to the one discussed in 
Section 6, since it stores the timestamps when a neutron is captured.  The second file 
stores the timestamps when the accelerator starts delivering a neutron pulse;  therefore, 
the stored timestamps increase by the pulse period T, e.g. 20 ms.  In both files, 
timestamps are stored as integers representing the number of time bins, in MCA ticks 
unit.  The two arrays are referred to as signal, for the detector data, and signalt, for 
the accelerator beginning of pulse data.  Consequently, the index i of the signal array 
distinguishes different neutron captures in the detector, whereas the index j of the 
signalt array distinguishes different neutron pulses from the particle accelerator.  In 
an ideal experiment, all elements of the signalt array satisfy Equation 28. 
 

signalt(j+1)-signalt(j) = PERIOD  (28) 
 

In a real experiment, the single pulse period can have a small deviation from the 
average value of the pulses periods (PERIOD), which invalidates Eq. 28.  For instance, 
for some pulse, the period may be 19.95 or 20.05 ms instead of 20 ms.  If the signalt 
array has 70,000 elements, then the particle accelerator produced ~70,000 pulses 
during the experiment.  In the previous example, if the pulse period is 20 ms and the 
time bin TICK is 12.5 ns, then the acquisition time of the detector is ~23 minutes and the 
last element of the signalt array would contain the value 112·109.  In addition, the 
total operation time of the particle accelerator would be 33 to 38 minutes including 10 to 
15 minutes before the detector starts counting to establish the equilibrium condition for 
delayed neutrons. 
 

A typical neutron counts distribution is shown in Fig. 17, which highlights in different 
colors the contributions from prompt and delayed neutrons.  This distribution is obtained 
by processing the signal and signalt arrays by the MATLAB script listed in 
Appendix D.  The prompt neutron decay constant can be obtained by fitting the neutron 
counts distribution as shown in Fig. 18.  The effective neutron multiplication factor of the 
subcritical assembly can be obtained by using Eq. 15 as discussed in Section 6.B.  This 
procedure is usually referred to as the prompt decay fitting method.5 
 

The area method is an alternative accurate procedure to calculate the effective 
multiplication factor keff of the experimental facility through processing the signal and 
signalt arrays.42,43  This method is based on point kinetics and estimates the effective 
multiplication factor according to Eq. 29.9  
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In Equation 29, the prompt (Ap) and the delayed (Ad) areas are the areas 

underneath the curve of the neutron counts distribution during the pulse period as 
shown in Fig. 17.  effβ is the effective delayed neutron fraction, which is usually 
calculated from a criticality computer simulation.  Unlike Eq. 15, the area method does 
not use the prompt neutron generation time.  This latter parameter has a strong 
dependence on the subcriticality level of the assembly and the detector position.  By 
contrast, the effective delayed neutron fraction is not highly sensitive to the subcriticality 
level of the assembly.2,3 
 

In the MALAB script listed in Appendix D, the elements of the neutron count 
distribution plotted in Fig. 17 are stored into the counts array.  Consequently, the 
effective multiplication factor can be calculated from the counts array data using Eq. 
29.  The counts array is obtained by processing the signal and signalt arrays from 
the MCA experimental data and contains a number of elements equal to PERIOD/TBIN.  
Each element of the counts array represents the average number of neutron captures 
within a TBIN time interval.  Typical values of the TBIN and PERIOD parameters and of 
the counts array length are 4 µs, 20 ms, and 5,000 elements, respectively.  In this 
case, each element of the counts array would be the average number of neutron 
captures within 4 µs.  The TBIN value (4 µs) that defines the time bin in the counts 
array is arbitrarily set.  On the contrary, the TICK value (12.5 ns) that defines the time 
bin in the signal array is set by the MCA electronic hardware. 
 

The MATLAB script given in Appendix D executes the following steps: 
 
1) It defines the script constants; 
2) It opens the signal and signalt files, reads all data, and stores the data 

(timestamps) into the signal and signalt arrays; 
3) It converts the unit of signal and signalt arrays from time bins to seconds; 
4) It calculates the PERIOD value as the average of all pulses periods; a single 

pulse period is obtained as the difference between consecutive data of the 
signalt array (Eq. 28); 

5) It defines the counts array; each element of this array stores the average 
number of neutron captures within a TBIN time interval; the time domain of the 
counts array ranges from the beginning of a neutron pulse to the pulse 
period; 

6) It updates the counts array using the signal and signalt arrays data; 
7) It divides the counts array by the total number of pulses in the experiment; 

the latter value is approximately given by the size of the signalt array; 
8) It calculates the effective neutron multiplication factor keff using Eq. 29; 
9) It plots the neutron counts distribution using the counts per seconds unit; this 

distribution is given by the c/TBIN array data. 
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In step 1, the delayed neutron fraction, the MCA time bin, the counts array time 
bin, and the inverse of the latter parameter are defined in the constants: BEFF, TICK, 
TBIN, and ITBIN, respectively.  The latter parameter is only defined to reduce the 
computation time since a multiplication is computed faster than a division. 
 

Step 2 is the same as step 1 of Appendix A.  As discussed at the beginning of this 
Section, for a pulsed external neutron source operation, the MCA generates two binary 
files.  These two files are processed in the same manner. 
 

In step 3, the time unit of the signal and signalt arrays is changed from time 
bins to seconds.  This is accomplished by multiplying all elements of the arrays by the 
TICK value. 
 

In step 4, the average pulses period is calculated and stored into the PERIOD 
variable.  The period of each pulse is calculated according to left side of Eq. 28.  The 
diff MATLAB function calculates the difference between adjacent elements of an 
array; the mean MATLAB function calculates the average value of an array.  In the 
averaging process, the first value of the signalt array is discharged because the 
period of the first pulse might be quite different from the average value of the pulses 
periods.  This situation may originate when the start of the detector scoring and files 
writing are not synchronized with the beginning of a pulse from the particle accelerator. 
 

In step 5, the counts array is defined and initialized to zero.  Fig. 17 plots the 
elements of the counts array for an experimental setup with 20 ms period. The array x 
is the time domain of the neutron counts distribution counts. 
 

In step 6, the index i of the signal array is advanced until the current value is 
greater than the second element of the signalt array.  This procedure skips all 
neutron captures occurring before the beginning of the second pulse.  For all data in the 
signal array, the difference between the time when a neutron is captured signal(i) 
and the time when a pulse begins signalt(j) is stored into the 
TimeFromLastTriggerPulse variable.  If the TimeFromLastTriggerPulse value 
is positive and smaller than the average of the pulses periods (PERIOD), then the value 
of the counts array with index approximately equal to TimeFromLastTriggerPulse 
divided by TBIN is increased by one.  The index approximation is carried out by the 
ceil MATLAB function, which rounds a real number towards plus infinity.  The use of 
the ceil function avoids having zero as index of an array; unlike the C language, 
MATLAB scripts do not allow arrays indexes to start from zero.  If the signal(i) value 
is greater than the signalt(j+1) value (which marks the beginning of the next pulse), 
then the index of the signalt array is increased by one and the previous procedure is 
reapplied.  The increase of the j index means that all neutron captures in the j pulse 
have been processed and neutron captures occurring in the j+1 pulse begin being 
processed.  If the index of the signalt array reaches its maximum value (which occurs 
if the condition j >= length(signalt) is satisfied), all pulses have been analyzed 
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and the counts array is no longer updated; this condition is handled by the break 
MATLAB instruction which interrupts the while loop. 
 

If the signal(i) value is smaller than the signalt(j+1) value and the latter 
value is higher than the average value of the pulses periods (PERIOD), then the neutron 
count from signal(i) is lost and the lost variable (which is initialized to zero) is 
increased by one.  This condition is illustrated in Fig. 19, where the red and blue dashed 
vertical lines are associated to the begin of the pulse data and the magenta solid vertical 
line is associated to the lost neutron capture event. 
 

In step 7, the counts array is divided by the number of pulses minus one.  The 
number of pulses is diminished by one to take into account the discharge of the first 
pulse (steps 4 and 6).  After this normalization the counts array stores the average 
number of neutron capture events, within a TBIN time interval, during a single pulse.  
 

In step 8, the total area is calculated as the sum of the counts array elements.  
The sum function returns the sum of an array.  The total area is given by the sum of the 
prompt area Ap (yellow color in Fig. 17) and the delayed area Ad (lavender color in Fig. 
17).  Consequently, the total area is the area beneath the green curve of Fig. 9, which 
plots the normalized counts array elements.  In Fig. 17, the maximum of the count 
array is normalized to one.  The average value of the last 10% of the counts array 
elements multiplied by the total number of elements gives the delayed area.  If the pulse 
period is 20 ms, the delayed area comes from the average of the counts array 
elements in the last 2 ms.  In the averaging process, the last three elements of the 
counts array are discharged since their values may have been affected by the 
difference in the pulses periods.  In the application of Eq. 29, the prompt area is 
calculated as the difference between the total and the delayed areas. 
 

The number of neutron captures per second can be obtained by dividing the 
counts array by the TBIN value (step 9). 
 

8 MCNP Simulations 
 

The exact time when a neutron is captured in the detector can also be obtained by 
MCNP simulations.  Consequently, processing Monte Carlo simulations output data can 
be used to construct the Rossi (Section 6.B), the Feynman (Section 6.C), and the 
neutron counts (Section 7) distributions.  In addition, MCNP simulations can be used to 
calculate the 𝑓𝑓𝑀𝑀𝑀𝑀𝑀𝑀 factor (Eq. 26) used to apply the MSM method (Section 6.D). 
 

MCNP stores the time when a neutron capture occurred in the PTRAC output file.  
However, in the original version of MCNP, the neutron capture timestamp does not take 
into account the time when the neutron was emitted by the external neutron source.  
This issue can be solved by applying the following patch to the ptrak.F90 file (line 
168) for MCNP version 6.1.1 beta version. 
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168c168 
<         write(iupw,'(i10,1pe15.5,7i8)')nps,pbl%r%tme-pbl_src%r%tme,ic,kn(1), & 
--- 
>         write(iupw,'(i10,1pe35.25,7i8)')nps,pbl%r%tme,ic,kn(1), & 

 
The above patch also increases the precision of the neutron capture timestamp.  

The original version of MCNP uses low (up to the millisecond) precision, which is 
inadequate for the application of noise (Rossi and Feynman) methods. 
 

Appendix E gives an example of the MCNP input deck to obtain the timestamps of 
the 3He neutron captures in cell 1700 defining the gas region of the neutron detector for 
a subcritical assembly driven by a californium neutron source.  The californium neutron 
source emits neutrons for 1 hour.  In order to obtain the neutron capture timestamps, the 
ptrac card must be coupled to the F8 tally.  The ptrac card requires analog captures, 
without any variance reduction techniques, and serial computations, no MPI or 
OPENMP parallel computing platforms.  However, the results of multiple serial 
computations can be easily combined together provided that each computation starts 
with a different random number seed using the rand card.  MCNP output data need to 
be sorted in increasing order; this is accomplished by the sort MATLAB function. 
 

The PTRAC output data from MCNP can be processed using MATLAB scripts 
similar to those listed in Appendices B and C (with no major modification) to construct 
the Rossi and Feynman distributions, respectively. 
 

For the MSM method (Section 6.D), the calculation of the 𝑓𝑓𝑀𝑀𝑀𝑀𝑀𝑀 factor (Eq. 26) is 
straightforward accomplished by performing two source mode simulations with the 
californium neutron source and two criticality mode simulations without the californium 
neutron source.  In the source mode simulations, the count rates are obtained by the F4 
tally.  For the MSM method, the MCNP simulations are simple because they are time 
independent.  Conversely, all other methods discussed in this report require time 
dependent MCNP simulations to obtain the effective multiplication factor. 

 
For a subcritical assembly driven by a particle accelerator operating in pulsed 

mode, constructing the neutron counts distribution from MCNP data requires additional 
algorithms relative to the procedure that applies to experimental results.  MCNP 
simulates only one neutron pulse, which is not enough to set the equilibrium condition of 
delayed neutrons.  In order to set the equilibrium condition of delayed neutrons, MCNP 
results from a single pulse must be shifted and superimposed.42,43  When the particle 
accelerator is switched on, the delayed neutrons contribution increases with time, as 
illustrated in Fig. 20.  After 10 to 15 minutes from the start of the particle accelerator, 
delayed neutrons reach the equilibrium condition, as shown in Fig. 21.  The pulses 
superimposition methodology uses the MCNP results of a single pulse, as shown at the 
top plot of Fig. 22, and superimposes the single pulse results ~20,000 times.42,43  For 
instance, the bottom plot of Fig. 22 illustrates 6 consecutive pulses obtained from 
shifting a single pulse data.  In the bottom plot of Fig. 22, the detector signal between 0 
and 20 ms is given by: 1) prompt and delayed neutrons from the blue pulse; 2) delayed 
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neutrons (from the tail of) black, magenta, cyan, green, and red pulses.  The equilibrium 
condition of delayed neutrons is obtained when delayed neutrons from the previous 
20,000 pulses contribute to the detector signal between 0 and 20 ms. 
 

The pulses superimposition is computed extremely fast by the application of the 
procedure discussed below.  It is assumed that the subcritical system is driven by a 
pulsed neutron source and that the detector response from delayed neutrons is constant 
(at equilibrium) during the pulses period.  In addition, the pulse period is very small 
relative to the half-lives of the delayed neutrons precursors and very large relative to the 
half-live of prompt neutrons as discussed in Section 1.  Under all these assumptions, the 
detector response (the area underneath the reaction rate curve) is obtained from the 
integration of the neutron reaction rate (r) during the pulse period (T), as shown in Eq. 
30. 
 

𝐴𝐴 = 𝐴𝐴𝑒𝑒 + 𝐴𝐴𝑑𝑑 = � 𝑣𝑣(𝑡𝑡)𝑑𝑑𝑡𝑡 =
𝑇𝑇

0
� 𝑣𝑣1(𝑡𝑡)𝑑𝑑𝑡𝑡              (30)
∞

0
 

 
In Eq. 30, t is time, r1 is the (e.g. 3He(n,p)) reaction rate from a single pulse of the 

particle accelerator when delayed neutrons are not at equilibrium as shown in Fig. 20 
and top plot of Fig. 22, and r is the (e.g. 3He(n,p)) reaction rate from a single pulse of the 
particle accelerator when delayed neutrons are at equilibrium as shown in Fig. 21.  The 
integral in the right side of Eq. 30 can be split into the sum of two integrals, as shown in 
Eq. 31. 
 

� 𝑣𝑣1(𝑡𝑡)𝑑𝑑𝑡𝑡 = � 𝑣𝑣1(𝑡𝑡)𝑑𝑑𝑡𝑡 + � 𝑣𝑣1(𝑡𝑡)𝑑𝑑𝑡𝑡      
∞

𝑇𝑇
            (31)
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0
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The first term on the right side of Eq. 31 represents the integration of the neutron 

detector response from a single pulse during the period T.  Prompt and delayed 
neutrons dominate the first and second terms, respectively.  However, the first term is 
not exactly equal to the prompt area Ap because some delayed neutrons are emitted 
during the period T.  Analogously, the second term on the right side of Eq. 31 is not 
exactly equal to the delayed area Ad. 
 

The pulses superimposition decomposes the second term in the right side of Eq. 31 
into a series of integrals, as shown in the right side of Eq. 32.  This method has been 
used in Refs. 42 and 43 and it requires handling a large array of ~5x107 elements. 
 

� 𝑣𝑣1(𝑡𝑡)𝑑𝑑𝑡𝑡 = �� 𝑣𝑣1(𝑡𝑡 + 𝐹𝐹𝑛𝑛)𝑑𝑑𝑡𝑡     (32)
(𝑟𝑟+1)𝑇𝑇

𝑟𝑟𝑇𝑇

∞

𝑟𝑟=1

∞

𝑇𝑇
 

 
A much more efficient way to compute the pulse superimposition methodology is to 

apply Eq. 33. This method is much faster, since it does not require any large array, and 
it has been introduced in Reference 44. 
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𝑣𝑣(𝑡𝑡) = 𝑣𝑣1(𝑡𝑡)𝑑𝑑𝑡𝑡 +
1
𝑛𝑛
� 𝑣𝑣1(𝑡𝑡)𝑑𝑑𝑡𝑡          
∞

𝑇𝑇
∀ 𝑡𝑡 𝜖𝜖[0,𝑛𝑛]     (33) 

 
Consequently, the MATLAB processing of the PTRAC output file data (timestamps) 

from MCNP simulations can be accomplished by the MATLAB script listed in Appendix 
F.  In this MATLAB script, N is the number of elements of the neutron counts distribution 
array counts (Fig. 17), PERIOD is pulses period of the accelerator, TBIN is the time bin 
of the counts array, signal is the array with the sorted PTRAC neutron capture 
timestamps from MCNP simulations, k is the number of neutron captures within the 
period, and i and j are iteration indexes.  The counts array is updated by two nested 
for loops.  The outer for loop iterates on all neutron captures from the MCNP 
timestamps stored in the signal array, which range from 0 up to ~500 seconds.  The 
inner for lop iterates on all the time bins of the counts array to properly update the 
element corresponding to the neutron capture occurring at time signal(i); the 
counts array is updated only with neutron captures occurring within the pulse period. 
 

The efficient computational methodology does no longer rely on the right side of 
Eq. 32 and takes instead advantage of Eq. 33.  This approach considerably reduces the 
computing time and the statistical fluctuations of the neutron captures from delayed 
neutrons.44 
 

The MCNP input to calculate the PTRAC output data for the MATLAB script of 
Appendix F is shown in Appendices G, H, and I for D-D and D-T, proton, and electron 
neutron sources, respectively.  In these appendices, the D-D and D-T neutron sources 
are generated by 250 keV accelerated deuterons (the target consists of deuterium or 
tritium nuclei); the proton neutron source is generated by 100 MeV accelerated protons; 
the electron neutron source is generated by 200 MeV accelerated electrons via 
Bremsstrahlung effect and photo-fission reactions.  The following procedure applies to 
all the previous neutron sources: 
 

1) The simulation models only one pulse of the particle accelerator; e.g. the tme 
entry of the src card sets the particle emission duration to 5 µs, which is the 
accelerator pulse width; 

2) The simulation tallies the neutron capture reaction rate, in the detector, 
including the delayed neutrons contribution, e.g. the cut card first entry is 
equal to 5x1010 so that the delayed neutrons are transported up to 500 
seconds; 

3) The simulation is performed in analog mode without any variance reduction 
techniques and without multiprocessing option; 

4) the PTRAC card coupled to the F8 tally writes the timestamps when a neutron 
is scored (e.g. captured) in the (3He) detector; the input has the following 
input card: PTRAC event=cap file=asc type=n write=all 
max=2e9 coinc=lin tally=8; 

5) The special capture treatment applies to the F8 tally; the input for scoring 
neutron captures by the 3He atoms contains: FT8 cap -1 -1 2003. 
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9 Correction Factors for the Experimental Measurements 
 

In a subcritical assembly, the measured reactivity depends on the detector 
position.12  In order to properly take into account this behavior, Bell and Glasstone 
introduced the correction factor described in Eq. 34,45 where exp~ρ and expρ  represent the 
corrected and the uncorrected reactivities from experimental measurements, 
respectively. 
 

)34(~ expexp ρρ ⋅= c  
 

The correction factor c in Eq. 34 is calculated by Eq. 35, where ρcri is the reactivity 
calculated by computer codes in criticality mode (without the external neutron source) 
and ρsrc is the reactivity calculated by computer codes in source mode (with the external 
neutron source). 
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If the area method is used, then the correction factor can be calculated by Eq. 36. 
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In Equation 36, the effective delayed neutron fraction βeff and the effective 
multiplication factor keff are calculated by MCNP or any other neutron transport computer 
program in criticality mode.  To the contrary, the prompt (Ap) and the delayed (Ad) areas 
are calculated by MCNP in source mode.11 
 

Alternatively, the experimental effective multiplication factor 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒
𝑒𝑒𝑒𝑒𝑒𝑒 can be also 

calculated by Eq. 37 using the prompt neutron decay constant 𝛼𝛼𝑒𝑒𝑒𝑒𝑒𝑒 from experimental 
data (as discussed in Sections 6.B, 6.C and 7). 
 

𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒
𝑒𝑒𝑒𝑒𝑒𝑒 =

1
1 − 𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒 − 𝛼𝛼𝑒𝑒𝑒𝑒𝑒𝑒Λ

                                        (37) 

 
In Eq. 37, the effective delayed neutron fraction βeff  and the neutron generation 

time Λ are usually calculated with MCNP simulations, or other neutron transport 
program, in criticality mode.  The corrected experimental effective multiplication 𝑘𝑘�𝑒𝑒𝑒𝑒𝑒𝑒

𝑒𝑒𝑒𝑒𝑒𝑒 
factor can be obtained by Eq. 38. 
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𝑘𝑘�𝑒𝑒𝑒𝑒𝑒𝑒
𝑒𝑒𝑒𝑒𝑒𝑒 =

1
1 − 𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑐𝑐𝛼𝛼𝛼𝛼𝑒𝑒𝑒𝑒𝑒𝑒Λ

                                   (38) 

 
In Eq. 38, the correction factor 𝑐𝑐𝛼𝛼 is calculated by Eq. 39.13 

 
𝑐𝑐𝛼𝛼 ≡

𝛼𝛼𝑠𝑠𝑠𝑠𝑐𝑐
𝛼𝛼𝑠𝑠𝑠𝑠𝑠𝑠

                                                      (39) 

 
In Eq. 39, 𝛼𝛼𝑠𝑠𝑠𝑠𝑠𝑠 is the prompt neutron decay constant calculated by a neutron 

transport computer program in source mode with a pulsed neutron source and 𝛼𝛼𝑠𝑠𝑠𝑠𝑐𝑐 is the 
prompt decay constant calculated by a neutron transport computer program in criticality 
mode, as defined in Eq. 40. 
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10 Conclusions 
 

MATLAB scripts were developed to analyze the neutron detector data (timestamps) 
obtained by either an electronic digital acquisition system or by MCNP computer 
simulations. 
 

For a subcritical assembly operating in a steady state condition, the electronic 
digital acquisition system generates one file, which can be processed with the scripts 
given in Appendices A, B, and C to obtain the real neutron counts (e.g. 3He(n,p) neutron 
captures) per second, the Rossi distribution, and the Feynman distribution, respectively.  
The Rossi and Feynman distributions can be used to obtain the experimental prompt 
neutron decay constant.  Within the point kinetics framework, this latter parameter can 
be used to obtain the effective neutron multiplication factor by a simple formula.  
Alternatively, computer simulations can be used to calculate the 𝑓𝑓𝑀𝑀𝑀𝑀𝑀𝑀 factor to obtain the 
experimental multiplication factor by the MSM method. 
 

For a subcritical assembly driven by a pulsed neutron source, the electronic digital 
acquisition system generates two files.  One file contains the timestamps when a 
neutron capture occurs and the other contains the timestamps when a neutron pulse 
starts.  In both files the time unit is not seconds but time bins.  These two files can be 
processed to calculate the average neutron counts distribution during a pulse period.  
The script in Appendix D accounts for unequal pulse periods of the particle accelerator.  
The prompt decay fitting or the area methods can be used to obtain the effective neutron 
multiplication factor of the subcritical assembly. 
 

Both the prompt neutron decay constant and the effective neutron multiplication 
factor obtained by the above procedures require a correction factor that takes into 
account the detector position and type.  Computer simulations must calculate this 
correction factor. 
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The MATLAB scripts used to process experimental data can be also used to 

process data from the Monte Carlo neutron transport code MCNP.  The original version 
of MCNP must be updated to increase accuracy of the timestamps and to take into 
account the time when the neutron is emitted from the external neutron source.  For 
pulsed neutron sources, the MATLAB script used to process experimental data cannot 
be directly used to process MCNP data.  Additional algorithms must be used to take into 
account that MCNP simulations model a single neutron pulse and delayed neutrons are 
not at equilibrium. 
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Figure 1.  Illustration of the active zone of a typical gaseous ionization detector; the 
cathode (hidden in the figure) consists of a metallic hollow cylinder confining the 

ionizing gas 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.  Illustration of the cross section of the active zone of a typical fission 
chamber; the ionizing gas, fissile, and metallic materials have yellow, red and blue 

colors, respectively 
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Figure 3.  Variation of the collected charge as a function of the applied voltage in a 

gaseous ionization detector 
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Figure 4.  Amplifier output voltage as a function of time analyzed by a 15 channels MCA  
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       signal(j)     signal(j+1)          signal(j)+δ   signal(j+2)signal(j+1)+δ 

time 
 
Figure 5.  Illustration of the dead-time effect; signal in the time scale indicates a 
neutron event (ionization); in the non-paralyzable model, the detector scores 
signal(j) and signal(j+2) because signal(j+2) is greater than signal(j)+δ; 
in the paralyzable model, the detector only scores signal(j) because signal(j+2) 
is smaller than signal(j+1)+δ; in both models the detector does not score 
signal(j+1) because it is smaller than signal(j)+δ 
 
 

 
Figure 6.  Illustration of the dead-time effect for δ equal to 3.5 and 50 µs when the 
average intensity of the neutron source is constant over time (Eqs. 1 and 2) 
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Figure 7.  Illustration of the pile-up effect in the preamplifier output voltage as a function 

of time 

 
Figure 8.  Pulse-height spectrum for a 3He gaseous ionization chamber operated in 

pulse mode; the MCA has 1000 channels 
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                                                                ∆t 
 
 
Figure 9.  Illustration of the Rossi distribution (bottom plot) for a quadruplet of neutron 
events (top plot);35 the left column of the Rossi distribution contains only one pair of 
neutron events with interval between 0 and 100 µs; the second (from the left) column of 
the Rossi distribution contains two pairs of neutron events with interval between 100 
and 200 µs; the third column of the Rossi distribution contains two pairs of neutron 
eventswith interval between 200 and 300 µs; the fourth column of the Rossi distribution 
contains only one pair of neutron eventswith interval between 300 and 400 µs 
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Figure 10.  Illustration of a typical Rossi distribution 

 
 

 
Figure 11.  Illustration of the Rossi distribution fitting 
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Figure 12.  Illustration of 10 neutron events contributing to the Feynman Distribution 

 
 

 
Figure 13.  Illustration of the c(Δ𝑡𝑡𝑔𝑔) array for the 10 neutron events displayed in Fig. 12 
when the gate is 0.1 µs; the left column contains neutron events between 0 and 0.1 µs; 
the second column (from left) contains neutron events between 0.1 and 0.2 µs; etc. 
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Figure 14.  Illustration of the c(Δ𝑡𝑡𝑔𝑔) array for the 10 neutron events displayed in Fig. 12 
when the gate is 0.2 µs; the left column contains neutron events between 0 and 0.2 µs; 
the second column (from left) contains neutron events between 0.2 and 0.4 µs; etc. 
 

 
Figure 15.  Illustration of the c(Δ𝑡𝑡𝑔𝑔) array for the 10 neutron events displayed in Fig. 12 
when the gate is 0.4 µs; the left column contains neutron events between 0 and 0.4 µs; 
the central column contains neutron events between 0.4 and 0.8 µs; etc. 
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Figure 16.  Illustration of a typical Feynman distribution and its fitting 

 
 

 
Figure 17.  Illustration of a typical neutron counts distribution for an experiment with 20 
ms pulse period.  The figure plots the counts array 
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Figure 18.  Illustration of the neutron counts distribution fitting 
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Figure 19.  Illustration of a lost signal(i) neutron capture event 
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Figure 20.  Neutron counts distribution for the first six pulses since the start of the 

accelerator  

 
Figure 21.  Neutron counts distribution for six pulses after 20,000 pulses since the start 

of the accelerator 

0 20 40 60 80 100 120
10

-4

10
-3

10
-2

10
-1

10
0

Time [ms]

σ
⋅Φ

 [r
ea

ct
io

n 
ra

te
/s

p ⋅
s]

  1141 DD - First 6 Pulses - 3He (n,p) EC6T  

0 20 40 60 80 100 120
10

-4

10
-3

10
-2

10
-1

10
0

Time [ms]

σ
⋅Φ

 [r
ea

ct
io

n 
ra

te
/s

p ⋅
s]

  1141 DD - From 19991 to 19996 Pulses - 3He (n,p) EC6T  

 

N
or

m
al

iz
ed

 n
eu

tro
n 

co
un

ts
 d

is
tri

bu
tio

n 

 

N
or

m
al

iz
ed

 n
eu

tro
n 

co
un

ts
 d

is
tri

bu
tio

n 



 
43 

 
Figure 22.  The top plot shows the simulated detector response, as a function of time, 
from a single pulse of the particle accelerator; the bottom plot shows the 
superimposition (shift) of six neutron pulses from -100 to 20 ms 
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Appendix A 
 
 

MATLAB Script for Calculating the Neutron Counts from the Experimental 
Data Obtained with a Steady State External Neutron Source 

 
 
% STEP 1 – file opening and reading  
f=fopen('signal_file', 'r');         % it opens the signal file from the detector  
signal=fread(f,2e7,'uint64','b');    % it reads the signal data from the binary (64bits) signal 
file; data is stored into the signal array 
fclose(f);                           % it closes the signal file 
         
% STEP 2 – calculation of the measured neutron counts per second 
TICK=12.5e-9;                        % time bin of the MCA 
m=length(signal)/(signal(end)*TICK); % m = total counts / experiment duration [s] 
 
% STEP 3 – calculation of the real neutron counts per second 
DEADTIME=3.5e-6; 
c=m/(1-m*DEADTIME);                  % Eq. 1; non-paralyzable model 
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Appendix B 
 
 

MATLAB Script for Calculating the Rossi Distribution from the Experimental 
Data Obtained with a Steady State External Neutron Source 

 
 
% STEP 1 – file opening and reading  
f=fopen('signal_file', 'r');          % it opens the signal file from the detector  
signal=fread(f,2e7,'uint64','b');     % it reads the signal data from the binary (64bits) signal 
file; data is stored into the signal array 
fclose(f);                            % it closes the signal file 
 
% STEP  2 – calculation of the Rossi distribution 
TICK=12.5e-9;                  % time bin of the MCA 
signal   = signal*TICK;        % convert signal data to seconds 
TBIN     = 0.1e-3;             % time bin for Rossi distribution [s] (0.1 milliseconds) 
InvTBIN  = 1/TBIN;             % variable to optimize speed (divisions penalize loops efficiency) 
x        = [TBIN:TBIN:50e-3]'; % analyze 50 milliseconds with 0.1 milliseconds time bin 
maxx     = length(x);          % length of the Rossi distribution array 
maxs     = length(signal);     % length of the signal array 
maxs1    = maxs-1;             % adjust the length of the signal array for the ‘for’ loop 
rossi    = zeros(maxx,1);      % initialize the Rossi distribution to zero 
for i=1:maxs1 
    for j=i+1:maxs1 
        interval=signal(j)-signal(i); % time difference between two neutron captures 
        h=ceil(interval*InvTBIN);     % index in the Rossi distribution 
        if (h<maxx) 
            rossi(h,1)=rossi(h,1)+1;  % update the distribution with the two neutron captures  
        else 
            break;             % break the cycle if the second neutron capture occurs after 50 ms  
        end 
    end 
end 
plot(x,rossi);                 % plot the Rossi distribution 
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Appendix C 
 
 

MATLAB Script for Calculating the Feynman Distribution from the 
Experimental Data Obtained with a Steady State External Neutron Source 

 
 
% STEPS 1 – constants definition  
TICK         = 12.5e-9;           % time bin of the MCA 
MAXT         = 50e-3;             % maximum gate time [s] 
TBIN         = 0.1e-3;            % time bin of the gate [s] 
gate         = [TBIN:TBIN:MAXT]'; % array of gate times [s]; analyze MAXT with TBIN time bin 
maxg         = length(gate);      % length of the Feynman distribution and gate arrays 
 
% STEP 2 – file opening and reading  
f=fopen('signal_file', 'r');          % it opens the signal file from the detector  
signal=fread(f,2e7,'uint64','b');     % it reads the signal data from the binary (64bits) signal 
file; data is stored into the signal array 
fclose(f);                            % it closes the signal file 
 
% STEP  3 – calculation of the Feynman distribution 
signal = signal*TICK;                 % convert signal data (timestamps) to seconds 
maxs   = max(find(signal<(signal(end)-MAXT)));  % length of the signal array shorted by MAXT 
values 
[feynman1 feynman2]=function_feynman(signal,gate,maxs,maxg,'Experiment date'); 
plot(gate,feynman1);                  % plot the deterministic Feynman distribution 
plot(gate,feynman2);                  % plot the random        Feynman distribution 
 
% FUNCTION FEYNMAN 
function [feynman1,feynman2] = function_feynman(signal,gate,maxs,maxg,mystring) 
maxi=1e8; 
feynman1=zeros(maxg,1);      % initialize the deterministic Feynman distribution to zero 
feynman2=zeros(maxg,1);      % initialize the random        Feynman distribution to zero 
for m=1:maxg                 % loop on the Feynman distribution index 
    c=hist(signal(1:maxs),[gate(m)/2:gate(m):signal(maxs)]);% initialize the neutron counts array 
    feynman1(m,1)=var(c)/mean(c)-1;               % calculate the Feynman distribution 
%   feynman1(m,1)=(sum((c-mean(c)).^2)/length(c))/mean(c)-1; 
    if (feynman1(m,1)<0)                          % debug if Feynman distribution value < 0 
        warning('Negative deterministic distribution value; m=%d\n',m); 
    end 
    clear c; 
    c=zeros(maxi,1);                              % initialize the neutron counts array to zero 
    for i=1:maxi                                  % loop on the number of random samples 
        s=ceil(rand*(maxs));                      % open the gate at index s 
        j=s+1;                                    % first neutron capture since the gate opening 
        while ((signal(j)-signal(s))<gate(m))     % loop on all neutron captures within the gate 
               c(i)=c(i)+1;                       % increment the neutron counts array 
               j=j+1;                             % increment the neutron capture index 
        end 
    end 
    feynman2(m,1)=var(c)/mean(c)-1;               % calculate the Feynman distribution 
    if (feynman2(m,1)<0)                          % debug if Feynman distribution value < 0 
        warning('Negative random distribution value; m=%d\n',m); 
    end 
    clear c; 
    fprintf('%s m=%d\n',mystring,m); 
end 
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Appendix D 
 
 

MATLAB Script for Calculating the Neutron Counts Distribution 
from the Experimental Data Obtained with a Pulsed External Neutron Source 

 
 
% STEP 1 – constants definition 
BEFF     = 750e-5;  % delayed neutron fraction value 
TICK     = 12.5e-9; % time bin in the signal array [s]; it is set by the MCA electronic circuit 
TBIN     = 4e-6;    % time bin in the counts array [s]; it is an arbitrary value 
InvTBIN  = 1/TBIN;  % InvTBIN defined for optimization speed ; multiplication is performed faster 
than division 
  
% STEP 2 – files opening and reading 
f=fopen('signal_file', 'r'); 
signal=fread(f,2e7,'uint64','b');  % detector signal; it stores the time (in TICK unit) when one 
neutron is captured in the detector 
fclose(f);  
f=fopen('signalt_file', 'r'); 
signalt=fread(f,2e7,'uint64','b'); % pulse signal; it stores the time (in TICK unit) when a 
neutron pulse begins 
fclose(f);  
 
% STEP 3 – unit conversion 
% it converts the signal and signalt data from TICK (time bins) unit to seconds 
signal  = signal  * TICK; 
signalt = signalt * TICK; 
 
% STEP 4 – calculation of the average period  
% it calculates the average of the pulses periods from the signalt array data (timestamps) 
PERIOD=mean(diff(signalt(2:end,1))); % it discharges the first value since it may be far off 
 
% STEP 5 – definition of the counts array (neutron captures) histogram 
% the counts array has a number of elements (length) equal to the average period (PERIOD) divided 
by the arbitrary TBIN value 
x      =[TBIN:TBIN:(PERIOD+TBIN)];    % time domain 
counts = zeros(length(x),1);          % neutron counts distribution; all values are set to zero 
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% STEP 6 – updated of the counts array (neutron captures) histogram 
i=1; 
while signal(i) <= signalt(2) % skip all signal data (neutron captures) before the beginning of 
the second pulse 
      i=i+1; 
end; 
minmax=min(max(signal),max(signalt)); % it sets a common maximum time (maxtime) between pulses 
beginning and detector data 
maxsignalt=max(find(signalt<minmax)); % it finds the pulse before the common maximum time 
maxtime=signalt(maxsignalt);          % it sets the time end 
j=1;       
lost=0; % this variable stores the counts lost due to not equal periods, Fig. 19 
while signal(i) < maxtime % it processes all signal data until maxtime   
      TimeFromLastTriggerPulse = signal(i)-signalt(j); % it calculates the time since the pulse 
started 
      if (TimeFromLastTriggerPulse <= PERIOD) && (TimeFromLastTriggerPulse>0) % true if the 
signal value (capture time) is within the current pulse period 
          h=ceil(TimeFromLastTriggerPulse*InvTBIN); % the ceil function rounds number toward 
positive infinity 
          counts(h)=counts(h)+1; % it scores one neutron count 
          i=i+1; % it increases the signal index 
      else 
          if signal(i) >= signalt(j+1) % true if the signal value (neutron capture time) is 
smaller than the starting time of the next pulse 
             if j < length(signalt) % true if the last pulse (end of the experiment) is not 
reached 
                j=j+1; 
             else 
                break; % this instruction is executed only if the last pulse is reached (it 
breaks the while cycle) 
             end 
          else 
% this lost originates because the pulses periods are not exactly equal and there might be a 
small deviation from the average value; if the period of the current pulse (given by 
signalt(j+1)-signalt(j)) is greater than the average period it may happen that 
TimeFromLastTriggerPulse > PERIOD but signal(i) < signalt(j+1) (this scenario is illustrated in 
Fig. 19); if the current pulse period is smaller than the average period, then the j index is 
incremented without any lost count 
             lost=lost+1; 
             i=i+1; 
          end 
      end 
end  
 
% STEP 7 – calculation of the measured neutron counts per second  
c=counts/(j-1); % it normalizes the neutron counts to the total number of pulses minus one 
 
% STEP 8 – calculation of the effective multiplication factor 
N=lenght(c)-3; % it discharges the last 3 values, which might be affected by the not equal 
periods effect (see step 6) 
% it calculates the effective multiplication factor by the area method Eq. 29 
% the delayed area takes into account the last 10% of the c array which covers the last 10% of 
the pulse period 
keff=1/(1+BEFF*(sum(c(1:N,1))-N*mean(c(round(0.9*N):N,1)))/(N*mean(c(round(0.9*N):N,1)))); 
 
% STEP 9 – plotting the neutron count distribution 
plot(x,c/TBIN); % plot the neutron counts distribution [counts per second] 
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Appendix E 
 
 

MCNP Input for Calculating Rossi and Feynman Distributions 
for a Californium Neutron Source 

 
 
c       Cf neutron source for 1 hour 
mode    n 
print   40 50 60 72 98 102 115 120 
lost    1 
nps     50e6 
c       tally    runtpe  mctal  runtpe   rendevous 
prdmp   5e6      5e6     0      1        5e6 
phys:n  30 30 $ upper energy cutoff 30 MeV - analog capture 
cut:n   3600e8 0 0 0 $ tally for 1 hour 
ptrac   buffer=1000 file=asc max=2e9 write=all coinc=lin event=cap type=n 
        tally=8 
rand    seed=17373738176025 
sdef    pos=0 0 -6.5   
        axs=0 0 1      
        vec=0 0 1 
        rad=d1 
        ext=d2 
        erg=d3 
        tme=d4 
si1     h   0 0.235 
sp1    -21  1 
si2     h   0 0.1 
sp2    -21  0 
sp3    -3   1.025   2.926 
si4     h   0 3600e8 $ neutron emission for 1 hour 
sp4     d   0 1 
c    TALLY CARDS 
f8:n   1700 
fc8    PTRAC TALLY 
ft8    cap -1 -1 2003 
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Appendix F 
 
 

MATLAB Script for Calculating the Neutron Counts Distribution 
from a Single Pulse MCNP PTRAC Data (Timestamps) 

 
 
N=2000;                % number of time bins in the counts array 
counts=zeros(N,1);     % neutron counts array 
PERIOD=20e-3;          % pulses period, 20 milliseconds 
TBIN=T/N;              % time bin 
for i=1:size(signal,1)  
    for j=1:N 
        if ((signal(i,1)>(j-1)*TBIN)&&(signal(i,1)<j*TBIN)) 
           counts(j,1)=counts(j,1)+1;  
           break; 
        end 
    end 
    if (signal(i,1)>PERIOD) 
       k=i-1; % k stores the number of neutron captures within the period  
       break; % size(signal,1) is the total number of neutron captures  
    end 
end 
% sum of the terms in the right side of Eq. 33 
counts=counts+(size(signal,1)-k)/N; 
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Appendix G 
 
 

MCNP Input for Calculating the Neutron Counts Distribution 
from a Single Pulse from a D-D or D-T Neutron Source 

 
mode    n 
print   40 50 60 72 98 102 115 120 
lost    1 
nps     10e6 
c       tally    runtpe  mctal  runtpe   rendevous 
prdmp   2e6      2e6     0      1        2e6 
phys:n  30 30 $ upper energy cutoff 30 MeV - analog capture 
cut:n   500e8 0 0 0 
ptrac   buffer=1000 file=asc max=2e9 write=all coinc=lin event=cap type=n 
        tally=8 
rand    seed=17373738176025 
sdef    pos=0 0 0   
        axs=0 0 1      
        vec=0 0 1 
        rad=d1 
        ext=d2 
        dir=d3 
        erg=fdir d4 
        tme=d5 
si1     h   0 0.235 
sp1    -21  1 
si2     h   0 0.1 
sp2    -21  0 
c       Deuterium-Deuterium Neutron Source 
c       Handbook on Nuclear Activation Data, Technical Reports Series No.273, 
c       p. 116, IAEA, Vienna (1987). 
c       energy-angle distribution for d+d reaction 250 keV 
si3 a  -1.      -.966    -.866    -.707    -.500    -.259     0 
                 .259     .5       .707     .866     .966     1 
sp3     4.75    4.5      4.1      3.6      3.0      2.5       2.3 
                2.5      3.2      4.25     5.7      6.9       7.3 
ds4     2.01    2.03     2.07     2.14     2.24     2.37      2.51 
                2.66     2.80     2.94     3.04     3.11      3.14 
c       Deuterium-Tritium Neutron Source 
c       Handbook on Nuclear Activation Data, Technical Reports Series No.273, 
c       p. 132, IAEA, Vienna (1987). 
c       energy-angle distribution for d+t reaction 250 keV 
si3 a  -1.      -.966    -.866    -.707    -.500    -.259     0 
                 .259     .5       .707     .866     .966     1 
sp3   122.    122.5    124.     125.     127.     129.5     132. 
              135.     137.     139.     141.     142.      142.5 
ds4    13.1    13.125   13.23    13.4     13.6     13.83     14.13 
               14.4     14.675   14.9     15.075   15.2      15.24 
si5     h   0  500  500e8 
sp5     d   0  1    0 
c    TALLY CARDS 
f8:n   1700 
fc8    PTRAC TALLY 
ft8    cap -1 -1 2003 
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Appendix H 
 
 

MCNP Input for Calculating the Neutron Counts Distribution 
from a Single Pulse from a Proton Neutron Source 

 
 
mode    n h / 
phys:n  101 101        $ upper energy cutoff 101 MeV - analog capture 
phys:h  101 101        $ upper energy cutoff 101 MeV - analog capture 
c lca   j j j 
cut:n   500e8 0 0 0    $ max time - energy cutoff - analog capture 
cut:h   500e8 0 0 0      
cut:/   500e8 0 0 0     
nps     1e12 
c       tally    runtpe  mctal  runtpe   rendevous 
prdmp   2e6      2e6     0      1        2e6 
print   40 50 60 72 98 102 115 120 
lost    1 
ptrac   buffer=1000 file=asc max=2e9 write=all coinc=lin event=cap type=n 
        tally=8 
rand    seed=17373738176025 
sdef    par=h 
        pos=0 0 0   
        axs=0 0 1      
        vec=0 0 1 
        rad=d1 
        dir=1 
        erg=100 
        tme=d2 
si1     h   0 2 
sp1    -21  1 
si2     h   0  500  500e8 
sp2     d   0  1    0 
c    TALLY CARDS 
f8:n   1700 
fc8    PTRAC TALLY 
ft8    cap -1 -1 2003 

  



 
53 

Appendix I 
 
 

MCNP Input for Calculating the Neutron Counts Distribution 
from a Single Pulse from an Electron Neutron Source 

 
 
mode    n e p 
phys:n  201 201        $ upper energy cutoff 201 MeV - analog capture 
phys:e  201            $ upper energy cutoff 201 MeV 
phys:p  201 j j -1     $ upper energy cutoff 201 MeV - analog production 
c lca   j j j 
cut:n   500e8 0    0 0 $ max time - energy cutoff - analog capture 
cut:e   500e8 1    0 0   
cut:p   500e8 0.01 0 0   
mphys   on 
nps     1e12 
c       tally    runtpe  mctal  runtpe   rendevous 
prdmp   2e6      2e6     0      1        2e6 
print   40 50 60 72 98 102 115 120 
lost    1 
ptrac   buffer=1000 file=asc max=2e9 write=all coinc=lin event=cap type=n 
        tally=8 
rand    seed=17373738176025 
sdef    par=e 
        pos=0 0 0   
        axs=0 0 1      
        vec=0 0 1 
        rad=d1 
        dir=1 
        erg=200 
        tme=d2 
si1     h   0 2 
sp1    -21  1 
si2     h   0  500  500e8 
sp2     d   0  1    0 
c    TALLY CARDS 
f8:n   1700 
fc8    PTRAC TALLY 
ft8    cap -1 -1 2003 
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