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ABSTRACT 

This report describes the current state of modeling and simulation techniques for predicting the 

properties of materials fabricated with advanced manufacturing techniques, given the initial mi-

crostructure of the material.  The report includes a literature survey and a gap analysis outlining 

and prioritizing key issues in applying these modeling and simulation techniques to nuclear reactor 

structural materials.  The discussion covers both physics-based and data-driven modeling tech-

niques and includes a broad range of manufacturing techniques and materials that may have future 

nuclear applications.  This report is the second in a two-part series, with the first report covering 

modeling and simulation methods for predicting the initial, as-manufactured structure of advanced 

manufacturing materials, given a description of the process.  Both reports focus on a set of manu-

facturing technologies likely to be applied to reactor structural components.  Taken together, the 

two reports provide a complete summary of the current state of processing-structure-properties 

models for advanced manufacturing as well as a survey of applications to reactor structural mate-

rials. 
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EXECUTIVE SUMMARY 

This report surveys the current state of modeling and simulation methods for predicting key mate-

rial properties of advanced manufacturing processed materials given a description of the initial 

material microstructure when the component goes into service.  This report is part two of a two-

part series.  The first report covers modeling and simulation techniques for predicting the initial 

microstructure of a component, given the critical parameters describing the manufacturing process.  

Taken together, these two reports summarize the current state of process-structure-properties mod-

els for advanced manufacturing materials, focusing on a set of technologies with likely future ap-

plications to nuclear reactor structural materials 

The focus of this report is on identifying key gaps and recommendations on applying microstruc-

ture-properties models to nuclear reactor structural materials and components.  The approach taken 

here is to summarize the current state of the field, via a broad literature survey, to identify current 

gaps that might impact applying the techniques to nuclear components, and from this survey de-

velop a key set of recommendations.  The report concentrates on technologies and materials likely 

to apply to nuclear components in the future, though it includes materials from other industries, 

especially aerospace, in order to draw on the extensive body of work developed in this field. 

The initial section of the report briefly summarizes key microstructure-property relations in ad-

vanced manufacturing technologies (AMTs) to set the stage for the description of the modeling 

and simulation methods.  Two chapters survey physics-based and data-driven methods for predict-

ing material properties, including a gap analysis of particular methods and the field in general.  

Critical gaps include the lack of automated methods for bridging length and time scales, difficulties 

in ab initio modeling of new materials, and a general lack of application of AMTs and materials 

for nuclear applications.  Nuclear reactor structural materials have not been a strong research focus, 

partly because existing modeling and simulation techniques are better suited to short time scales, 

which are not directly relevant to most material properties used in reactor component design, and 

partly because other industries have been driving the development of AMTs, leading to a focus on 

alloys of interest to those industries. 

The report includes a high-level overview of widely available software tools for structure-property 

modeling.  Compared to the first report on structure prediction, many of the research studies sur-

veyed here use proprietary or in-house software, meaning there are few commercial or open source 

simulation tools dedicated to physics-based property modeling.  However, the survey includes a 

more detailed description of a few commonly-used tools. 

Based on the literature survey and gap analysis, the report formulates a collection of critical gaps 

and recommendations: 

• Regulators are unlikely to see applications of the full multiscale method to develop or qual-

ify new AMT materials in the near future 

• Regulators are likely to see applications of microstructurally-based models complementing 

experimental data on new AMTs and to help qualify new materials and processes 

• The community will need to develop new validation approaches to realize the potential of 

microstructural modeling and AMT materials 
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• Data-driven models will play an increasing role in qualification methods, both by them-

selves and in conjunction with physically-based models 

• The development, by the wider research community, of improved, more automatic scale-

bridging methods would greatly simplify the implementation of multiscale modeling, par-

ticularly in spanning between discrete and continuum models 

• The time-scale of direct atomistic and defect modeling approaches prevents their direct 

application to AMTs for nuclear reactor applications 

• There are comparatively few studies applying microstructural modeling to predict struc-

tural material properties for AMTs; there are almost no studies applying these techniques 

to likely nuclear structural materials 

• Most current models focus on predicting short-term properties, particularly stress-strain 

flow curves under different conditions.  Predicting long-term properties like creep, thermal 

aging, irradiation damage, and creep-fatigue will be more difficult 

• There are few integrated modeling approaches for predicting material degradation due to 

environmental effects like corrosion or radiation damage 
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ACRONYMS AND ABBREVIATIONS 

The following is a list of acronyms and abbreviations used throughout the document: 

Acronym Expression 

AMT Advanced Manufacturing Technology 

BCC Body Centered Cubic 

CP Crystal Plasticity 

CPFEM Crystal Plasticity Finite Element Method 

CPFFT Crystal Plasticity Fast Fourier Transform 

CT Computed Tomography 

DD Discrete Dislocation 

DED Directed Energy Deposition 

DFT Density Functional Theory 

dpa displacements per atom 

EAM Embedded Atom Model 

EBM Electron Beam Melting 

EVP-CPFFT  Elasto-viscoplastic Crystal Plasticity Fast Fourier Transform 

FCC Face Centered Cubic 

FEA Finite Element Analysis 

FE2 Finite Element Squared 

HIP Hot Isostatic Pressing 

ICME Integrated Computational Materials Engineering  

KMC Kinematic Monte Carlo 

LMP Larson Miller Parameter 

L-PBF  Laser-Powder Bed Fusion 

LWR Light Water Reactor 

MD Molecular Dynamics 

MEAM Modified Embedded Atom Model 

ML Machine Learning 

PBF Powder Bed Fusion 

PDE Partial Differential Equation 

PM-HIP Powder Metallurgy - Hot Isostatic Pressing 

RVE Representative Volume Element 

SEM  Scanning Electron Microscope 

SLM Selective Laser Melting 

SOM Self Organizing Map 

SS Stainless steel 

SVE Statistical Volume Element 

Ti-6Al-4V Titanium 6% Aluminum 4% Vanadium alloy 
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1 Introduction 

1.1 Overview: why use microstructural models? 

This report is a survey of microstructurally-based modeling and simulation methods for predicting 

the properties of materials made with Advanced Manufacturing Technologies (AMTs).  This re-

port focuses on a limited set of technologies likely to be applied to nuclear reactor structural com-

ponents, outlined in Section 1.3 below.   Microstructural models relate the final material properties 

directly to the material’s microstructure – either using physics-based simulations or correlations 

to microstructural data.  Microstructural models contrast with traditional empirical models that 

correlate property data directly. 

Why use microstructural models, particularly for AMTs?  The main long-term objective is to in-

clude microstructural models in complete processing-structure-properties models to accelerate the 

qualification of new manufacturing methods and material types (see Figure 1.1).  A processing-

structure-properties model takes as input the material processing parameters and information about 

the raw material feedstock and from that information predicts the properties of the resulting fin-

ished material.  These models accomplish this by first predicting the microstructure resulting from 

the processing step and then relating that microstructure to the final material properties.  The mi-

crostructural models covered in this report form half of a complete processing-properties model.  

Section 1.3 describes the relation of this report to an earlier, companion report produced by the 

same authors, covering processing-microstructure models.  Taken together, these two reports de-

scribe progress developing complete processing-structure-properties models for AMTs. 

An ideal processing-structure-properties model could predict the properties of AMT material with-

out extensive testing of the final material or components.  The report details the near-term obstacles 

to such ideal ab initio models.  Their direct application to material qualification is unlikely in the 

near-term and validation testing will be required for safety-critical applications.  However, when 

Figure 1.1. Schematic of a processing-structure-properties model. 
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combined with experimental test programs, processing-structure-properties models could acceler-

ate the qualification of new AMTs and new materials produced with AMTs by reducing the amount 

of testing required to qualify a new material or process.  This advantage is especially significant 

for applications requiring long-term material properties, like changes in material properties caused 

by long-term exposure to the component operating environment or for materials in elevated tem-

perature service.  

Additionally, even partly-accurate processing-structure-properties models could be used to opti-

mize AMT processes and focus developers on promising technologies, regions of processing-

space, and materials.  Given target material properties, for example from component design engi-

neers, solving an inverse optimization problem through a processing-structure-properties model 

gives the material processing parameters needed to achieve those properties.  Solving these types 

of inverse problems is challenging.  However, the processing flexibility permitted by AMT pro-

cesses suggests the future possibility of a “material-by-design” Integrated Computational Materi-

als Engineering (ICME) approach for which processing-structure-properties models would be a 

key component. 

Even without a complete processing-structure-properties model, microstructural models can be 

more effective than traditional empirical models in predicting material properties for conditions 

outside of the database of experimentally measured properties.  A key tenant of material science 

is that the material microstructure controls the final material properties.  A microstructural model 

that represents this fundamental connection tends to be more accurate than a purely empirical 

model when attempting to make predictions outside the available experimental property database.  

An example might be a model for predicting the long-term creep rupture of a material in elevated 

temperature service.  A purely empirical model, for example the classical Larson-Miller correla-

tion [1] might miss a mechanism shift that occurs at relatively the low stresses found in operating 

components but rarely tested because of the correspondingly long rupture times.  By contrast, a 

microstructural model can capture this mechanism transition and lead to better predictions for 

long-term properties [2].  A similar concept applies to other material properties where direct test 

data is sparse. 

Microstructural modeling will be especially important for AMTs.  These manufacturing techniques 

are relatively new and so extensive material property databases are unavailable.  Conventional 

qualification through extensive testing would impose a large delay between the development of a 

promising new technology/material and actually putting that material into service.  This will be 

especially true for materials applied in high temperature reactors, where the component design is 

often determined by long-term material properties, like creep strength, thermal aging, and creep-

fatigue damage.  However, reducing long-term testing requirements could also impact the adoption 

of AMTs for light water reactors.  While the base component design of LWRs is often based on 

time-independent material properties, long term environmental effects like radiation embrittlement 

and stress corrosion cracking significantly affect components in service.  Furthermore, the differ-

ent processing methods, in particular the rapid heating and cooling, used in certain AMTs means 

that experience with conventional wrought and cast materials may not be directly applicable.  Ad-

ditionally, the processing flexibility allowed by AMTs means that component-to-component or 

even build-to-build variability in microstructure, and hence, final properties, is likely to be more 

of an issue when compared to conventional materials produced in large, central locations.  Micro-
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structural models could help alleviate this potential qualification problem by providing direct pre-

dictions of batch-to-batch material properties, given some microstructural characterization of each 

build. 

1.2 The purpose of this report 

This report is one of a series aimed to assist the NRC in developing the technical information, 

knowledge, and tools required to assess future licensing proposals using AMT material.  The NRC 

anticipates the use of AMT components in operating reactors in the near future, both in new con-

struction to take advantage of the enhanced flexibility of AMT processes and in fabricating diffi-

cult-to-obtain replacement parts [3].  Indeed, an AMT component (a thimble-plugging device) was 

recently put into service in an operating LWR [4].  As such, the focus of this report is on nuclear 

applications of AMTs. 

This report then surveys the current state of the art in microstructurally-based modeling for AMTs 

and identifies key gaps and recommendations.  Based on guidance from the NRC, the report fo-

cuses on nuclear structural materials and not on potential fuel applications.  That said, as described 

in the technical chapters of this report, there have been few direct applications of AMT to nuclear 

structural materials thus far.   Therefore, the literature review includes a wider range of materials.  

The aerospace industry has largely been driving the developmeant of AMTs and so there is a more 

extensive body of knowledge on aerospace materials, especially titanium alloys and nickel-based 

superalloys [5].  Some of this work could be transferred directly to typical nuclear structural ma-

terials. 

1.3 Relation to the companion report 

This report is the second in a collection of two by the same authors.  The first report [6] covers 

processing models aimed at predicting the initial material microstructure.  This report covers mod-

eling and simulation methods taking the initial microstructure and predicting key material proper-

ties.  As described above, taken together these two reports describe complete processing-structure-

property models for AMTs.  Each separate report also details potentially-relevant aspects of indi-

vidual processing or microstructural models, again focusing on potential nuclear applications. 

To avoid duplication, this second report does not repeat some basic background material contained 

in the first report on processing models.  That report contains a general overview of the different 

AMTs that may be applied to reactor structural components (described in Table 1 of the companion 

report), an overview of the materials most of interest for reactor structural applications, and a list 

of key microstructural features of AMT materials, both as an indication of the key microstructural 

characteristics to capture in a model and to highlight the differences between conventionally-pro-

cessed materials and AMT materials.  The first report also contained a more detailed description 

of the potential nuclear applications of AMTs. 

The technologies of interest, identified in the companion report, are Powder Bed Fusion (PBF), 

Directed Energy Deposition (DED), electron beam (e-beam) welding, Power Metallurgy/Hot Iso-
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static Pressing (PM/HIP), and, to a lesser extent, binder jet and cold spray processes.  For conven-

ience, both reports divide the technologies into fusion-based (PBF, DED, e-beam welding) and 

diffusion-based (PM/HIP) categories. 

1.4 Organization 

Chapter 2 contains an overview of crucial material properties for nuclear structural materials and 

the microstructural features controlling those properties.  This chapter then describes the types of 

structure-properties connections that successful models must include.  Chapters 3 and 4 are the 

key technical content of the report.  Chapter 3 covers physically-based microstructural models 

applied to AMTs and Chapter 4 covers data-driven approaches.  Both chapters survey the current 

literature and then synthesize those surveys into a gap analysis targeting potential  issues applying 

this approach to reactor structural components.  Chapter 5 briefly outlines various modeling and 

simulation software packages available for microstructurally-based simulations of AMT material 

properties.  The focus here is on freely available and widely used tools, though, as the chapter 

notes, many of these simulations in the literature survey were actually performed using in-house, 

custom research codes.  Chapter 6 summarizes the key gaps and recommendations developed in 

Chapters 2-5 and formulates a concise list of specific recommendations.  Finally, Chapter 7 pro-

vides a brief summary of the complete report. 
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2 Material Properties and Microstructural Connections 

AMTs generate unique microstructures that are very different from traditionally manufactured ma-

terials, with the added complexity that they can significantly change for the same material and 

technique due to the variation in processing parameters. The following section delves into the 

particular microstructural features and mechanisms that affect the key material properties in struc-

tural materials of interest for the nuclear community and, where possible, highlights the main dif-

ferences in material properties between traditional and novel materials due to changes in the mi-

crostructure and the underlying processing parameters. 

2.1 Monotonic Loading Properties 

2.1.1 Tensile 

The tensile properties of materials are highly dependent on the grain size distribution of the mi-

crostructure, which in turn is affected by the build parameters of materials that are manufactured 

via AMTs. As an example, for Directed Energy Deposition (DED) SS316 the yield and tensile 

strengths decrease with increased laser power and decreasing scanning speed because this combi-

nation results in slower cooling rates and, therefore, larger grains [7]. Additionally, the size of the 

grains is affected by the location relative to the build. At locations close to repeated passes or a 

heated base, where high temperatures are held for longer times, the grains are coarser. Locations 

with faster cooling rates, such as at the top of the build or near a cold baseplate, produce a finer 

microstructure [7], [8]. 

In addition to grain sizes, the build parameters can also determine the final grain morphology ob-

served in AMT materials [9] (Figure 2.1). In general, the velocity and the temperature gradient 

dictate how and when the grain morphology changes from equiaxed to dendritic [10]. A proper 

selection of these processing parameters can result in evenly distributed dendritic grains without 

any damaging columnar-to-equiaxed transitional grains, which in turn will result a stronger mate-

rial with a possible transversely isotropic behavior. As an example, dendritic DED 304L will have 

a lower ductility in the longitudinal build direction than in the transverse build direction, while the 

tensile and yield strength will remain isotropic in both directions [11].    
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Figure 2.1. Coarsening in a deposition layer at mid- and fill-raster of a laser beam during fabrication. 
The laser raster direction is to the right and the strip at the bottom of the figure is the previously de-

posited line. Reproduced from [9]. 

AMT manufacturing can improve the tensile properties of the material. For SS316L Selective La-

ser Melting (SLM), a form of laser powder-bed fusion, the strength properties are higher than the 

corresponding properties of the rolled material due to Hall-Petch grain refinement [12]. In partic-

ular, the yield strength is higher than that of wrought SS316 (almost twice the value), while duc-

tility remains high enough to be used for design applications [12]–[14]. Usually, an increase in the 

yield strength translates into a severe decrease in ductility, limiting the usage of the material. These 

improved material properties from AMT mean that the designer can not only have the freedom to 

design complex geometries, but also is able make material savings and weight reductions due to 

stronger tensile properties [13].  

However, the designer must pay attention to the material phases that are generated in the selected 

material, as a finely equiaxed grain microstructure generated from high-energy AMTs like DED 

may not necessarily guarantee a stronger material, which would be otherwise the case for an equi-

axed microstructure generated via PM-HIP. As an example, in SS304L both the tensile strength 

and the elongation properties of a DED manufactured material are lower than those of wrought 

304L. This is because the transformation from austenite to martensite that provides the macro-

scopic strain hardening in 304L does not occur in AMTs due to the different thermal histories. In 

this scenario, phase transformations play a stronger role than microstructural orientations in the 

tensile properties of the material [11]. 

Microstructural features like porosity also strongly affect the strength of the material. In SS316, 

the Young’s modulus increases as porosity is reduced, with the material exhibiting 2x the mechan-

ical properties of the base material in the absence of porosity [15]. Furthermore, the shape of po-

rosity also plays a part, with angular porosity affecting the Young’s modulus more than round 

porosity. Therefore, the designer needs to aim for a low porosity with a spherical geometry. Addi-

tionally, the designer needs to be careful when selecting the methodology to reduce porosity in the 

material to ensure that the other mechanisms that improve tensile strength remain largely unaf-

fected. As an example, Hot Isostatic Pressing (HIP) needs to be used with caution because it can 

reverse the beneficial material properties from AMTs. In the case of Powder Bed Fusion (PBF) 
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SS316L, the heat treatment in HIP can homogenize the microstructure to grain sizes and shapes 

resembling those of traditionally manufactured SS316L [16], therefore bringing the tensile 

strength down to the level of the traditional material. On the other hand, if a design calls for ho-

mogenous material properties rather than a material with very high tensile strength (which may be 

the case for components that need a resistance to impact loads), then performing HIP ensures a 

dense material with equiaxed and coarse grains [17]. 

2.1.2 Fracture 

The fracture mechanisms of AMT materials can differ greatly than those of traditionally manufac-

tured materials mostly because microstructurally weak features and defects that initiate fracture 

can be more easily generated during the build process. In materials built with powder-based AMTs 

such as PBF, DED, and others, the porosity and partially melted powders are usually the location 

where the cracks initiate. To a lesser extent, the interface of layer depositions are the source of 

crack initiation, however they are usually a sign of poorly selected build parameters [12] and, 

unlike porosity, can be easily avoided. Therefore, they are not a large cause for concern for the 

fracture properties of powder-based AMTs. Additionally, fracture can be linked to internal residual 

stresses in the material, which can be significantly higher for AMT materials due to the higher 

thermal gradients and the presence of stress concentrators such as pores and particles.  

The fracture toughness may greatly vary for the same material given different AMTs, as is the case 

for Ti-6Al-4V which exhibits a lower fracture toughness for SLM than for Electron Beam Melting 

(EBM), especially if the component was annealed afterwards [18]. The microstructure is the cause 

of this difference: while EBM prevents the creation of a martensitic microstructure and dissolves 

alloying elements, SLM with annealing actually creates the opposite microstructure, which heavily 

impacts the fracture toughness of Ti-6Al-4V. It is interesting to observe, however, that if HIP is 

performed on an SLM component, both the martensite and alloying elements are forced to dissolve 

back into the microstructure, therefore improving its fracture properties [18] to resemble that of its 

EBM counterpart. It should be noted that SLM Ti-6Al-4V without annealing performs poorly, and 

usually annealing is suggested to make the material perform to a reasonable standard.  

The fracture behavior will vary greatly for the same AMT given different materials due to the 

unique microstructural features that dictate the fracture mechanisms in each material. As an exam-

ple, for SLM Ti-6Al-4V, both horizontal and vertical builds show a similar transgranular fracture 

surface with mixed brittle and ductile deformation, where the interaction of the porosity with the 

constituent particles plays a key role in the tensile fracture behavior of Ti-6Al-4V. On the other 

hand, SLM PH1 stainless steel exhibits widely different fracture surfaces on the horizontal and 

vertical builds, with both directions exhibiting cleavage fracture. The fracture of samples built in 

the vertical direction are dominated by brittle fracture and intergranular macro cracks, whereas the 

tensile samples built in horizontal direction are dominated by the coalescence of micro-cracks and 

micro-voids [19]. The anisotropic tensile fracture behavior of SS PH1 may be attributed to the 

directional distribution of porosity, with the grain morphology playing a secondary role. As a re-

sult, for SS PH1 the designer has to concentrate on the interaction of pores with the grain bound-

aries instead of the evolution of phases that dominate the fracture behavior of Ti-6Al-4V. 

To improve the mechanical performance of AMT components and lessen the anisotropic fracture 

behavior that is often observed in AMT materials, designers usually utilize a combination of heat 

treatments, hot isostatic pressing and surface treatments [20], [21] to bring the performance of the 
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AMT material up to the level of its traditionally manufactured counterpart [17]. With proper use 

of these post-processing treatments, AMT components are capable of exhibiting ductile fracture 

in directions both parallel and perpendicular to the build, with a fracture surface similar to that of 

traditional material (Figure 2.2) [13], [22]. The designer must be careful when using these post-

processing techniques because, while HIP/surface/heat treatments minimize porosity and remove 

residual stresses, this series of postprocessing methods are not only detrimental to the manufactur-

ing chain in terms of costs and time, but also are difficult to apply on parts with complex geome-

tries or internal features. 

 
Figure 2.2. SEM images of an SLM aluminum alloy fracture surface (a) before heat treatments and (b) 

after annealing heat treatment. Taken from [21]. 

To avoid the use of costly and complex post-processing techniques, engineers are focusing more 

on the microstructure generated via AMT as a feature that can be tailored to control the behavior 

of mechanical properties such as tensile fracture. Even in the presence/absence of pores, the mi-

crostructure dictates the distributions of stresses and strains, both of which affect material failure. 

As an example, we can look at SLM Ti-6Al-4V, a material with a complex multi-phase micro-

structure that is very sensitive to thermal processes. In Ti-6Al-4V, the former β phase boundaries 

that enclose microtextured regions and the α phase major axis orientations help localize strains 

inside the Widmanstätten microstructures. To counteract this strain localization, the manufacturer 

has to decrease the size of β grains during the solidification process, which can be achieved by 

both reaching higher cooling rates and by creating a building strategy that minimizes the reheating 

of the material [23].  

2.2 Cyclic loading properties and fatigue 

2.2.1 Fatigue strength and degradation 

The special microstructures of AMT materials induce variability in the damage formation and 

evolution mechanisms of fatigue. Usually, fatigue damage evolution has three stages: fatigue crack 

initiation, microstructurally small crack growth, and long crack growth. For AMT materials, the 

fatigue crack initiation usually occurs at large pores (and in some cases at partially melted powder 

particles) located near the specimen’s surface [24] (Figure 2.3). For AMT components that either 

cannot undergo final machining (i.e. the inner surfaces and overhangs of complex geometries), or 

are manufactured with techniques that are capable of generating final geometries relatively even 

surfaces (PM-HIP, binder jetting, EBM, etc.), the crack initiation will be mainly dominated by the 

surface roughness [25], where the ridges act as a notch that concentrates stresses and can therefore 
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be directly considered as a large crack problem, and where the different ridges can initiate multiple 

cracks at once, therefore lowering the fatigue endurance of the component [26]. In the absence of 

significant surface roughness, the small cracks initiated by pores or partial melts will grow and 

coalesce in the microstructurally small crack regime, where the microstructure plays an important 

role in determining the direction and speed of the microcrack. The microstructural cracks eventu-

ally transform into a major critical crack that follows macroscale mechanical behaviors (modes I, 

II, and III) and eventually fractures the material. We can observe these transitions from Scanning 

Electron Microscope (SEM) surface micrographs, which show three surface transitions: a sharp 

fracture surface that indicates the location where cracking initiated (which is usually at a pore), 

followed by clear surface patterns (such as striations and steps) that indicate a microstructural 

influence on the crack as it grows outwards, and finally a rough and relatively flat surface that 

exhibits the Mode I behavior of a large crack under tensile loading [27]. 

 
Figure 2.3. SEM image of fatigue crack origin in SLM Ti-6Al-4V. Taken From [24]. 

During the onset of cracking, we need to pay special attention to porosity in AMT materials be-

cause they are largely responsible for the initiation stage, and this stage comprises a large fraction 

of the overall fatigue life (>70%). In particular, we need to pay attention to the shape of the pore 

itself, since their geometry combined to the proximity to a free surface dictates the stress concen-

trations that the material will experience at that pore and, as a consequence, dictates the onset of 

crack initiation [27], [28]. Since most AMTs result in porous materials, the deposition parameters 

need to be optimized such that the distribution, shape, and size of the pores is tailored to the dis-

tribution of applied stresses in the AMT components [28].  

During the small crack growth stage, the microstructure ahead of the crack is the main factor that 

drives its direction and growth. Depending on the type of material, a small crack may exhibit 

different propagation mechanisms. All of these mechanisms aim to minimize the amount of energy 

required to propagate the crack. For Body Centered Cubic (BCC) materials, a small crack will 

propagate according to the pencil-glide model, and will cross grain boundaries as long as the slip 
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directions where it propagates have a minimal burgers vector. In other words, that the slip direc-

tions are well aligned and pose a minimal expense of energy for the crack to propagate from one 

slip direction to the next [29].   

In the case where slip cracking is energetically too expensive, the crack will tend to grow along 

the grain boundaries. In this situation, the small crack growth will be influenced by the type of 

grain boundary (high energy vs low energy), as well as any obstacles or drivers encountered 

throughout the grain boundary such as particles or pores. In the case of AMTs, it is likely that 

small crack growth will occur along grain boundaries for AMT materials where a poor selection 

of parameters will result in weakened grain boundaries where damaging elements and particles 

have diffused. As a result, intergranular cracking for both small and large crack growth will be 

observed for AMT materials, which may have been otherwise absent in their traditionally manu-

factured counterparts [22]. 

Lastly, during the long crack growth stage, the coalescence of small cracks as well as the macro-

mechanics are the driving mechanisms behind the growth rate. Given that the fatigue life of a 

material is governed by the initiation and growth of cracks, there has been an interest in predicting 

the growth of small cracks in AMT materials using analytical/FEA representations of long crack 

growth rates that can account for the high variability in the cyclic fracture toughness of the material 

[24], [30].  

2.3 Time-dependent 

2.3.1 Creep 

Given the novelty of AMTs and the time required to perform high-temperature experiments, the 

investigation of high-temperature materials for use in AMTs has mostly focused on aerospace 

materials such as titanium and nickel-based superalloys [31]. For other nuclear materials of inter-

est, such as stainless steels, the material data is limited to either short qualitative analyses or a few 

datapoints [32], [33] because the experimental characterizations are costly and time-consuming, 

and most of the work that studies creep in AMTs is driven by the aerospace industry. The silver 

lining is that this sector has been studying high-temperature alloys from a microstructural stand-

point before AMT was implemented, which has resulted in both a better understanding of the effect 

that microstructural features have on creep as well as on a microstructural approach to most studies 

that relate to aerospace components manufactured through AMTs. 

One of the most commonly used Ni-base superalloys in aerospace is IN718, the mechanical per-

formance of which is controlled by secondary phase fractions. In particular, the creep behavior of 

IN718 is affected by the fraction and the level of dispersion of the γ’ and γ’’ particles, and the 

orientation of grains within the microstructure. Researchers have shown that the creep performance 

of SLM IN718 is better than that of wrought IN718, regardless of the post-processing heat treat-

ment used [34] and irrespective of the grain sizes in the SLM material, which means that an in-

creased grain size of the SLM material cannot be responsible for the superior creep strength [35]. 

The main cause for such an improvement in material properties in IN718 is the very strong <001> 

texture that SLM (or any other AMT, for that matter) generates, where regardless of the build 

direction, as long as the microstructure shows a strong <001> texture relative to the creep loading 

direction, the AMT material will exhibit a better creep performance than the wrought counterpart. 
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In addition to the microstructural orientation, the large thermal gradients that SLM generates per-

mits all initial secondary phases to remain dissolved during solutionizing, which in turn transform 

into the very needed γ’’ particles during aging [34], [36]. Researchers have stressed that designers 

need to carefully select the processing parameters of AMTs to achieve the desired level of texturing 

in the microstructure while minimizing material defects. Otherwise, initial defects such as porosity 

may cause cracks and serrated grain boundaries that may lower the creep performance of the ma-

terial. A big issue, however, is that the traditional heat treatments to improve material performance 

in conventional IN718 do not work for SLM IN718, and therefore specialized methods such as 

HIP + aging need to be implemented to remove pores and improve creep performance [36]. 

Other works have studied relatively simpler materials, such as 15-5Ph stainless steel generated via 

SLM [19], [37]. For this material, the AMT generated a much smaller grain size than its tradition-

ally manufactured counterpart. Most interestingly, the AMT generated round particles and highly 

misoriented grain boundaries that usually do not exist in wrought 15-5PH SS. Most of the material 

parameters: the microhardness, the tensile strength, and the creep rupture life, were higher for the 

AMT material than for the traditionally manufactured counterpart, mainly because of the micro-

structural orientations and the newly found secondary particles. A work focusing on high-temper-

ature properties [37] concluded that the unique microstructural features generated via AMT (par-

ticles) are the main reason behind this SS retaining its high mechanical properties at elevated tem-

perature. This selective addition or suppression of phases and microstructural features may prove 

useful in improving the creep performance of SS 316, which exhibits undesirable phases such as 

carbides and intermetallic compounds in the 𝛿 phase, and ferrite/austenite interfaces at high tem-

peratures [38]. 

2.3.2 Creep-fatigue 

Creep-fatigue behavior is of major importance in high temperature applications as it is often the 

property that controls the component service life. As a result, creep-fatigue tests are common 

benchmarks for the aerospace and nuclear industries. Just like in pure creep studies, most of the 

creep-fatigue tests are limited to a few materials such as nickel and titanium superalloys, with 

limited information available for nuclear AMT materials. Most as-fabricated materials from raster 

AMTs such as DED, SLM, or EBM fall in the lower range of the performance when compared to 

parts manufactured via traditional methods [39]. 

For creep-fatigue properties, the microstructure plays a major role in the performance of the ma-

terial. Fortunately, AMTs can be used to tailor the grains in such a way that both creep and fatigue 

are improved in the material. Given that a coarser grained microstructure is typically better for 

creep strength, and a finer-grained microstructure is similarly preferred for better fatigue life [40], 

a recent study of SLM IN718 developed a novel microstructural design that uses the processing 

parameters of AMTs to control the grain size in the material, where the core is coarse and the 

outside shell has a fine-grained microstructure (Figure 2.4) [41], [42]. This designed microstruc-

ture allowed for the best trade-off between the creep and fatigue performance of the AMT material. 

A downside was the formation of brittle particles during the AMT (i.e. NbC and Laves-phase 

particles), which are known to nucleate cracking due to their brittle nature. Therefore, the material 

has to undergo post-processing heat treatments to remove these undesirable microstructural fea-

tures. A side benefit of the heat treatments is that the Laves phase particles can be converted into 
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needle-like Ni3Nb-δ precipitates that help the creep properties of the material by acting as a barrier 

to dislocation motion. 

 
Figure 2.4. Schematic of functionally fabricated SLM Inconel 718 using variable processing parame-

ters. 

Given the limited information regarding creep-fatigue on AMT materials, we can look at older 

weld studies to further investigate the creep-fatigue behavior of other materials of interest, such as 

SS316L. A study showed that SS316 weld metal has a higher creep-fatigue endurance compared 

to the base metal, with the life being directly related to the hold time [43]. Analyses of the micro-

structure showed that the greater creep-fatigue life of the weld metal was mainly due to the δ phase 

-boundaries generated during welding, which helped deflect the crack growth in the material and 

therefore enhanced its creep-fatigue life. This work also noted that for SS316L, at lower strain 

rates and long hold times at high temperatures, oxidation influences the creep-fatigue life of the 

material irrespective of whether it is a base material or a weld, with the differences in creep-fatigue 

being attributed to crack propagation differences between the base and the weld metals. 

Similar studies of 9Cr-1Mo weld metals show that cyclic softening during creep-fatigue occurs in 

the material because the high dislocation density initially present in the martensitic lath structure 

rearranges into cells and sub-grains. Unlike in the base metal, the softening of the weld metal has 

a lower cyclic stress response (lower allowable peak tensile stresses during cycling), which ulti-

mately translates into a lower life for the weld material, due to its heterogeneous microstructure 

and its soft intercritical region in the heat affected zone (that is, the region at the boundary of the 

weld). This zone also is responsible for crack initiation and a lower creep-fatigue life, possibly 

because the strain localization combined with the sub-surface creep cavities in this region work 

together to initiate and enhance the propagation of cracks [44]. Similar to SS316L, oxidation of 

the surface plays a part in the reduction of creep-fatigue life when the material is exposed to com-

pressive loads. 

In a study of nickel-base A617 welded with gas tungsten arc (GTA), the weld metal showed a 

dendritic microstructure, with creep-fatigue cracking being interdendritic and occurring only 

within the weld metal (Figure 2.5) [45]. Although the weld contained some porosity, it was not 

observed to interfere with the crack path, which could mean that either there was not enough po-

rosity in the material (which is common when welding is performed with a filler wire), or the 

microstructure plays a stronger part in the development of creep-fatigue failure. In general, the 

weld metal has a lower creep rate and strain to rupture compared to the base metal, and similar to 

SS316L, the tensile hold time is directly related to the life of the weld metal. Interestingly, the base 

metal has a clear saturation in creep-fatigue life after a hold time of ~30 minutes [45]. 
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Figure 2.5. Optical post-mortem micrographs of a creep-fatigue A617 GTA specimen (at weld section) 
that was tested at 950°C, 1.0% total strain, and a 9,000 sec hold time at peak tensile strain. The speci-

men showed 103 cycles to failure. Taken from [45]. 

2.4 Environmental Degradation 

2.4.1 Thermal aging 

Thermal aging describes changes in the material properties caused solely by time-temperature ef-

fects.  It can be thought of as “in-service” heat treatment of the material. In traditional steels, the 

strength decreases and the ductility increases with increasing thermal exposure due to the temper-

ing of martensite. During this process, the carbon diffuses out of the martensite, meaning that the 

distortion of the martensite phase is reduced and thus lowers the residual stresses and strength of 

the material. If precipitation hardening elements such as copper or aluminum are introduced into 

dual-phase steels, the opposite occurs and the material is actually strengthened with increasing 

thermal exposure [46]. 

Usually, thermal aging is investigated for commonly used materials that benefit from the process, 

such as austenitic stainless steels, and some other materials that have a severe detrimental effect 

such as SS welds and Cast Austenitic Stainless Steels (CASS) [47], [48]. In some instances of 
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austenitic SS, thermal aging is desirable since it increases the tensile strength, yield strength, and 

elongation to fracture of the material. Although thermal aging is usually studied as a post-pro-

cessing technique, it is sometimes analyzed as an event that occurs during the life of the compo-

nent, oftentimes by analysis of the Larson Miller Parameter (LMP). As an example, we have a 

study of 12% chromium ferritic stainless steel, where the researchers observed that the thermal 

aging of the material (measured via the LMP) increased as the carbide precipitate sizes increased. 

As a result, the most aged samples contained very coarse carbide precipitates widely spaced be-

tween each other, and the dislocation density in the material decreased. Overall, the study con-

cluded that a decrease in matrix strength from the precipitates, rather than a reduction of grain-

boundary strengthening effects, was primarily responsible for the macroscopic softening behavior 

observed during thermal exposure [49].  

When investigating thermal aging in AMT materials, most of the information available comes 

from studies of PM-HIP materials. For PM-HIP austenitic stainless steels, neither the effect of 

porosity nor the phase fraction play a significant role in the thermal aging behavior of the material. 

This in contrast to conventional processing techniques where the phase fractions are used to tune 

the properties. The researchers verified this insensitivity to phase fractions by observing that the 

yield and ultimate tensile strengths of different PM-HIP steels increased with a higher aging tem-

perature, regardless of the phase fractions. This behavior is attributed to precipitation hardening 

from the presence of copper and stress relief from carbon diffusion and tempering of the marten-

site. Also, researchers found that at some point over-aging occurs at higher temperatures because 

the carbide precipitates coarsen and causes a decrease in strength. The ductility was also observed 

to increase slightly with aging due to tempering of the martensite [46]. 

To a lesser extent, a few scan-based AMTs (L-PBF and DED) have been studied under the influ-

ence of thermal aging. One of these studies mainly concentrated on the effect that different types 

of energy beams have on the microstructure and the thermal aging of DED Ti-6Al-4V. For a DED 

build processed using a pulsed beam, the microstructure exhibited smaller and more uniform ⍺-

lath widths due to rapid cooling within the melt pool, which in turn resulted in reduced thermal 

aging and a higher performing material [50]. 

2.4.2 Corrosion 

Several materials used in nuclear applications are susceptible to environmental damage such as 

general corrosion, localized corrosion, and stress corrosion cracking because they work in high 

temperature water. Each of these behaviors are affected by different mechanisms, and are rarely 

studied in AMT materials due to the novelty of the technique [51]. For all of these behaviors, 

corrosion damage is usually affected in varying degrees by factors such as temperature, residual 

strains and stresses, local chemistry, oxide inclusions, porosity, electrochemical potential, etc. 

[52]–[54]. In the case of AMT materials, the main factors that designers need to be concerned 

about are high residual strains/stresses present from the large thermal gradients, the porosity 

throughout the material, and the highly variable microstructure generated by the processing pa-

rameters. This section discusses how these microstructural factors affect the corrosion behaviors. 

All corrosion behaviors in AMT materials are generally worse than in their traditionally manufac-

tured counterparts because of challenges unique to AMTs. Materials produced via rastering tech-

niques such as SLM, PBF, DED, etc, have a dendritic microstructure with unusually large/small 

fractions of secondary phases present due to the rapid solidification process, which will result in 
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highly anisotropic physical and electrochemical properties throughout the material. As a result, the 

microstructure (and thus the corrosion behavior) will vary at any point in all directions, meaning 

that behaviors such as localized corrosion are inevitable (Figure 2.6) [55] and may cause a problem 

for AMT materials whose corrosion resistance is usually described by general corrosion rates [51]. 

Both the anisotropy and undesirable secondary phases can be removed from the material using 

post-processing heat treatments. However, heat treatments may negatively affect the material ge-

ometry and elevate the manufacturing cost of the AMT component [56], therefore the engineer 

must be cautious during both the design and the manufacturing process of an AMT component 

subjected to a corrosive environment. 

 
Figure 2.6. High magnification SEM (a) and EDS (b) image of corrosion damage nucleation at second-

ary phases (inclusions) in AMT SS 316L. The secondary phase may generate localized corrosion due to 
a different electrochemistry relative to the microstructure. Taken from [55]. 
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In the study of stress corrosion cracking of SS316L manufactured via L-PBF, the researchers found 

that stress corrosion cracking is driven by the anisotropic microstructure, where the crack followed 

the material build direction. To a lesser extent, the porosity affected the growth rate, and it was 

found that relieving stresses did not significantly improve the resistance of the material to stress 

corrosion cracking. Therefore, to ensure that SS316L performs as well as its wrought counterpart 

when exposed to high-temperature water, the material needs to be annealed at high temperatures 

to ensure proper recrystallization into an equiaxed microstructure [52]. 

Unlike any other material property, resistance to all types of corrosion is heavily dependent on the 

chemical composition of both the matrix and the secondary phases in the AMT material. Since 

AMTs generate vastly different thermal histories than those of traditional manufacturing methods, 

we can expect different distributions and compositions of the secondary phases inside AMT mi-

crostructures. In fact, the high thermal gradients in AMTs can encourage the segregation of corro-

sion-resistant phases into weak zones in the microstructure. For full density samples of SS 316L 

manufactured via DED, ferrite can migrate to the grain boundaries, which is uncommon for SS 

316L generated via traditional methods since ferrite usually dissipates into the rest of the micro-

structure. As a result, intergranular localized corrosion is slower for 316L AMT components [22]. 

Inversely, these high thermal gradients can prevent the segregation of elements, such as Cr and 

Mo, into the grain boundaries due to the rapid cooling. A side benefit to using AMTs is that high-

energy sources can evaporate impurities such as carbides, creating a homogenous microstructure 

that is more resistant to localized pitting [57]. 

Several secondary environmental parameters of AMTs may also lead to the degradation of general 

corrosion properties of the material. As an example, a nitrogen gas environment in AMTs at full 

pressure will react with SS316L and create chromium nitride, which will locally deplete the mate-

rial of chromium and thus make it more susceptible to general corrosion. A solution to this deple-

tion is using a partial pressure environment that prevents the material from reacting with the envi-

ronment [57]. Another study of corrosion in SS316L shows that the parameters of the energy 

source can also affect the susceptibility of the material to corrosion. The SLM-generated material 

experienced higher general corrosion and higher density when a higher laser power density was 

used [58] and it is possible that the higher hardness indirectly translates into a finer grain size and 

a greater amount of carbides in the material, which would partially explain the material’s increased 

susceptibility to general corrosion. In short, the overall corrosion behavior of the material is closely 

linked to the local chemistry of the material, and the designer must be careful in selecting which 

microstructural features remain in the material given the desired performance of the component. 

For example, while carbides may be desirable for the mechanical performance of the material, they 

may be undesirable from a corrosion perspective. 

2.4.3 Radiation 

After long term exposure to radiation in nuclear reactors, nuclear materials will generate a large 

amount of radiation defects and by-products. These features will result in bubbles, swelling, and 

radiation hardening that will ultimately alter the mechanical properties of nuclear materials [59], 

[60]. Additionally, the unique microstructures generated via AMTs will not only cause changes in 

the material properties, but will also affect the material’s resistance to radiation. Therefore, it is 
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important to study the behavior of AMT materials under reactor-representative radiation environ-

ments from a microstructural perspective. 

One of the materials most regularly studied under radiation is 316L SS. Some ex situ studies of 

PBF 316L have focused on analyzing the microstructure and properties before and after being 

exposed to proton irradiation [61] and helium ion irradiation [62]. Neither studies showed the gen-

eration of any secondary phases when exposed to radiation. Other in situ studies of L-PBF 316L 

have focused on studying the underlying mechanisms and microstructure of the material under 

heavy ion irradiation [63]. In all three studies, the researchers showed that microstructural features 

unique to AMTs such as cellular structures, sub-grain boundaries, and nano-inclusions act as de-

fect sinks (Figure 2.7), therefore alleviating the void swelling in the material and improving its 

performance under irradiated environments. 

Under helium irradiation, researchers did not see any significant change to the microstructure de-

veloped during the AMT process, and observed that fewer He bubbles were generated during irra-

diation of the AM-fabricated 316SS material [62]. They attributed these changes to the fact that 

the AMT material has stable cellular sub-grains and nano-inclusions even after radiation, which 

increased the fraction of interfaces and consequently influenced the size of the He bubbles as well 

as their density. The lower density in the AMT material resulted in a lower hardness and swelling 

after radiation, which meant that the SS 316L generated via AMT shows a better tolerance to 

helium radiation than the traditional material. 

 
Figure 2.7. Schematic diagram of the effects of sub-grain boundaries and inclusions to radiation de-

fects and He bubbles. 

Under heavy ion Kr++ irradiation [63], the AMT material only showed a slight increase in disloca-

tion loop density throughout the microstructure, but the microstructure itself remained largely un-

changed. In fact, this in situ study showed that the loop density in conventional 316 SS was nearly 

four times as much as that in the irradiated AMT 316 SS across all dose levels (0–5 dpa). More 

interestingly, the trapped dislocations in the cellular walls were relatively stable at high tempera-

tures during the in-situ irradiation, which is not commonly seen in conventional 316L. Just like 
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the helium irradiation study, the unique microstructural feature from AMT, that is, the cellular 

walls with high-density dislocations, acted as defect sinks that reduced the dislocation loop density 

in the AMT material and therefore improved its resistance to radiation. 

Under proton irradiation [61], the microstructure of the AMT material changed due to irradiation-

induced dislocation loops, voids, and γ’ precipitates. Additionally, the cell structure and dense 

dislocation walls in the stress-relieved AMT materials recovered and exhibited recrystallization 

after irradiation, possibly because irradiation is known to enhance diffusion. This study also in-

vestigated the effect on post-processing techniques on the radiation resistance of AMT materials, 

and found that HIP enhanced the radiation tolerance of PBF 3l6L because it eliminated the aniso-

tropic mechanical behavior and irradiation-assisted stress corrosion cracking susceptibility of the 

material, which is associated with the texture of the microstructure. Regardless of the post-pro-

cessing technique used (stress relieving vs HIP), the AMT material showed a higher density and 

smaller size of dislocation loops than the traditionally manufactured material, which resulted in 

the absorption of both interstitials and vacancies and suppression of swelling. 
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3 Current State of the Art: Physics-based Modelling and Simulation 

3.1 A hierarchical description of metallic materials 

Looking at a metal alloy with the naked eye it appears to be homogeneous – the color, density, 

stiffness, and other properties of the material seem to be uniform.  Oftentimes, particularly for 

untextured materials, the properties on this engineering scale are also isotropic – the same in all 

directions.  However, in actuality metals are fundamentally inhomogeneous and, on small length 

scales, their properties can be quite anisotropic.  The apparent uniformity of the material is the 

product of the vast difference in length scale between the material microstructure and the scale of 

an engineering component.  This jump in length scale conceals the underlying material inhomo-

geneity and anisotropy by averaging the material’s microscale properties over a vast number of 

subscale units (for example, atoms or grains).  However, the key material physics, which ultimately 

dictate the engineering properties of the material, lies at the microscale in this inhomogeneous, 

anisotropic response. 

AMTs can produce a large variety of metal alloys so no brief summary can be comprehensive.  

However, Figure 3.1 illustrates a typical hierarchy of material features in a metal alloy.  This hier-

archy starts at the scale of individual atoms.  Atoms in most metallic materials are arranged in a 

regular structure – an atomic lattice.  Therefore, on this finest scale, metals are crystalline and are 

composed of a repeating arrangement of atoms.  This basic crystal structure determines a number 

of properties of the material, particularly elastic, electronic, and thermal properties ([64] as an 

example of a particular method, there are innumerable papers titled “Elastic, electronic, and ther-

mal properties of X,” c.f. [65]–[68] among literally hundreds of others).  Alloys can be single-

phase; in which case they predominately contain a single type of crystal structure with a roughly 

consistent chemistry.  Alternatively, they can have multiple phases, where two or more crystal 

structures and associated chemistries coexist on the microscale.  Even in single phase materials, 

the crystal structure of the material can change as a function of pressure and temperature.  These 

phase changes often significantly affect the material’s properties. 

Interspersed in this atomic lattice are a large number of defects.  These defects can be viewed as 

breaks in the regular, repeating atomic lattice.  There are numerous categories of defects, only a 

few of which are illustrated in the figure.  One of the great discoveries of 20th century material 

science was the realization and confirmation that these defects determine the inelastic properties 

of the material [69]. 
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Figure 3.1. Typical multiscale material hierarchy for a metal alloy. 
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In particular, the figure highlights five types of defects.  The first, and perhaps most important, is 

the dislocation.  There are two fundamental types of dislocations – screw and edge (see Figure 3.2) 

– but both are missing half-planes of atoms [70].  The key feature of a dislocation is that this 

missing half plane of atoms allows the material to slide through itself – a process called slip – with 

much less resistance than what would be required to break a plane of atomic bonds in a perfect 

crystal.  In many metal alloys, it is the motion of these dislocations and their interaction with other 

defects that controls material inelasticity and therefore most of the critical engineering material 

properties. 

 
Figure 3.2. Idealized representation of a pure edge and screw dislocation.  Actual dislocations are typ-

ically a mixture of these two idealized types. 

The second form of defect is the vacancy or void.  A vacancy is a missing atom in the atomic 

lattice.  The change in the lattice stress associated with this type of defect make it mobile, much 

like the dislocation, and so the motion of voids through the material through diffusion is another 

source of inelasticity [71]–[73].  Typically, the time-scale for these diffusional processes is much 

longer than the time scale associated with dislocation motion and so vacancy-mediated inelasticity 

is typically more significant for higher component temperatures and longer times, i.e. in the creep 

regime.  A collection of multiple vacancies is a void – a hollow region of material.  These voids, 

either originally included in the material microstructure or grown during service through disloca-

tion or diffusion mediated mechanisms, often determine when and how the material will fail. 

 
Figure 3.3. A lattice view of a 2D grain boundary. 
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The third type of defect highlighted in Figure 3.1 is the grain boundary.  This is a uniform rotation 

of the crystal lattice – on either side of the planar boundary the material has the same crystal struc-

ture, but the two lattices are rotated relative to one other (Figure 3.3).  Grain boundaries, as the 

name suggests, divide the metal into regions of roughly-uniform atomic lattice called grains.  The 

size and shape of these grains is another critical microstructural feature as, for example, grain 

boundaries act as barriers to dislocation motion but promote vacancy diffusion [74].  The figure 

shows a single-phase material.  For multi-phase materials, borders between regions with different 

phases are another type of grain boundary. 

A twin boundary can be viewed as a special type of grain boundary where the lattices on either 

side of the boundary are somewhat coherent resulting in a subset of atomic positions coinciding 

on the boundary (see Figure 3.4).  This feature of a twin means that it can be created with a rela-

tively low amount of energy.  Many materials develop these twin boundaries during thermal pro-

cessing.  However, some materials can form deformation twins – twins can form through the com-

bination of thermal activation and mechanical force in the lattice, i.e. stress on the engineering 

scale.  In these materials twinning is another deformation mechanism contributing towards inelas-

ticity [75].  Twin boundaries are especially significant because they are so coherent – they are, for 

example, very strong barriers opposing dislocation motion. 

 
Figure 3.4. A coherent twin boundary. Note the coincidence of the lattice positions on the boundary 

plane. 

The final type of defect illustrated in Figure 3.1  is an inclusion.  These are volumes of material 

with a different chemical composition and, often, crystal structure, than the base material.  As 

indicated in the figure, these precipitates can be small or large and can have preferential locations.  

These types of defects are alternately called “inclusions” or “precipitates.”  As with grain bound-

aries and the other defects summarized here, these precipitates can contribute to macroscale ine-

lasticity by providing obstacles to dislocation motion and deformation twinning (precipitate hard-

ening [76]).  Additionally, stiff inclusions can crack and form nucleation sites for void growth 

[77]. 

These defects encompass many individual atoms and so can be thought of as existing on a higher 

length scale from the base, undisturbed atomic lattice.  Of course, just like all the material features 

mentioned in this section, they are ultimately an arrangement of atoms.  However, as discussed 
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below, treating the defects themselves as discrete or continuous features is often useful for model-

ing. 

Each of these defects, with the exception of grain boundaries, can exist within an otherwise-perfect 

single crystal grain.  The next highest length scale often considered in metallic materials is a col-

lection of a large – say thousands – of grains, each containing their appropriate defects.  The re-

sponse of each grain is anisotropic and the material is clearly inhomogeneous.  However, the ag-

gregate response of many thousands of these grains is often nearly homogenous and often isotro-

poic.  The scale of an individual grain is so small that the engineering properties of the material is 

the average response of many grains, which often appears to be approximately homogenous.  The 

final scale illustrated in Figure 3.1 is then the engineering scale, where the key material properties 

for engineering design are measured. 

The length scales included in Figure 3.1 are approximate.  The descriptions of “microscale,” 

“mesoscale,” and “macroscale” are likewise approximate.  One convention might be that the 

“mesoscale” begins where the material can be treated as a continuum – resolving the response of 

individual atoms and defects is no longer required to determine the response of the material.  Note 

this definition means that “microscale” does not correspond to the classical 10-6 m length. 

This summary and the illustration in Figure 3.1 portray metallic materials as hierarchical. In the 

end, material properties of interest are determined by the arrangement of atoms on the finest scale.  

In practice, modelers think of the material on several different length scales, from the individual 

atoms all the way to the scale of the engineering component to abstract the details of the material 

deformation and formulate tractable, useful material models. 

3.2 Brief summary and description of modeling techniques 

Given that the structure of metallic materials is hierarchical, a comprehensive model of that mate-

rial should likewise be hierarchical.  Different types of modeling and simulation techniques are 

best suited for capturing the material’s response on different scales.  While in principle all material 

properties originate at the atomistic level, in practice multiple types of models on successively 

larger length scales are required because a complete atomistic model of a material is computation-

ally intractable. For example, a steel vessel weighing on the order of 1 metric ton contains on the 

order of 1028 atoms.  On the other hand, simulations on higher length scales typically require em-

pirical properties describing the response of the system.  A multiscale approach builds a hierar-

chical model of the material starting from a lower1 length scale [78], [79].  The objective of such 

an approach is to minimize the number of empirical parameters in the complete formulation by 

calibrating models on a higher length scale against results from the lower length scale, less empir-

ical models. 

There are several flavors of models that need to be categorized.  A multiscale model is simply one 

that encompasses descriptions of the problem at multiple length scales.  This definition includes 

the full multiscale physics modeling approach, denoted in this work simply as “multiscale,” but 

 
1 In the multiscale modeling community “lower” is often used to refer to a model on a smaller length scale and 

“higher” used to refer to a model on a larger length scale.  This phrasing is nearly ubiquitous and likely stems 

from viewing models (as in this section) as hierarchical, starting from smaller length scales on the “bottom” and 

proceeding through scales to higher length scale models on the “top.” 
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also classical homogenization (discussed in Section 3.2.3.1) and even numerical methods like mul-

tigrid solvers [80].  Both classical homogenization and multigrid methods are multiscale in the 

sense that they consider the problem at two different length scales.  However, they do not apply 

the multiscale philosophy of using lower length scales to bootstrap the parameters of higher length 

scale models to reduce empiricism.  In particular, in the classical multigrid approach solves the 

same partial differential equation (PDE) on each scale – all the material parameters are already 

determined. 

A multiphysics model is then one where the model encompasses more than one type of physical 

model.  This includes problems where a single scale includes multiple types of physics– for exam-

ple a coupled heat transfer/structural continuum mechanics problem – as well as multiscale prob-

lems where different physics are solved on different length scales.  Our definition of multiscale 

includes the latter approach.  Even here, there are two subcategories.  Each length scale might 

resolve entirely different physics – for example quantum mechanics on the finest scale transition-

ing to classical energy/momentum equilibrium on higher length scales.  Or the physics might fun-

damentally be the same, but the description of the problem might change.  An example would be 

a scale transition between an atomistic, molecular dynamics description of a collection of atoms 

and a corresponding, higher-length-scale, continuum mechanics description.  Both problems solve 

momentum, mass, and energy balance equations but the problem formulations on the two length 

scales are so different as to be essentially different physical descriptions. 

Another contrast is a physically-based model versus an empirical model.  A physically-based 

model references, in the extreme case, only fundamental laws of physics.  By contrast, a purely-

empirical model is calibrated entirely against experimental data.  Physically-based models are typ-

ically better than empirical models at predicting material properties for experimentally unknown 

conditions.  A complete physical model captures all of the relevant material physics and the laws 

of physics are invariant at different temperatures, pressures, time scales, and environmental con-

ditions.  Most models, however, involve a combination of physically-based and empirical compo-

nents. 

A microstructural or microstructurally-informed model is a model whose parameters are a descrip-

tion of the material microstructure, rather than a set of empirical, calibrated coefficients.  As de-

scribed in Chapter 1, this report focuses on these types of models in particular.  However, micro-

structural models need not be multiscale or even physically-based.  An example would be a model 

correlating grain size to flow strength.  This model is microstructural – it relates a material prop-

erty to a microstructural feature – but it is neither multiscale nor physically based.  Several of the 

data-driven methods discussed in Chapter 4 fall into this category. 

Even without a physical basis microstructural models tend to be more predictive than simple em-

pirical models.  A fundamental tenant of materials science is that material microstructure controls 

material properties.  The hope is that by explicitly modeling this connection the model extrapolates 

better, for example outside the experimental conditions used to calibrate the model.  The full mul-

tiscale, multiphysics approach is a complete application of this approach where all of the parame-

ters are microstructural and the model determines the material properties only from the material 

physics. 

However, as in many of the models described in this chapter, even models that aim for the full 

multiscale approach typically fall short.  Ideally, a “true” multiscale model would require no cali-

bration against experimental data.  Experimental data would only be required to validate the model, 
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either on the engineering or the lower scales.  In practice, models typically incorporate experi-

mental data on all length scales and hence the property predictions do not derive only from first 

principles physics.  A model that only incorporates first principles physics is called an ab initio 

model.  While the vast majority of material models fall short of being truly ab initio, even hybrid 

multiscale models that incorporate experimental data on the lower length scales have a better 

chance of extrapolating outside the experimental database and yielding better material property 

predictions when compared to purely empirical models.  Such hybrid models are still microstruc-

tural physically-based to some extent. 

There is a final distinction between a discrete and a continuum model.  Discrete models represent 

the behavior of discrete structures – for example individual atoms or individual defects.  Contin-

uum models use a field approximation to smooth out this discrete physics.  A continuum model 

might consider, for example, a distribution of defects across a volume of material.  At least for the 

typical multiscale hierarchy in metals, the lower length scale models tend to be discrete while the 

higher length scale models tend to be continuum representations.  

To summarize: the ideal microstructural model is an ab initio, physically-based description of the 

key material processes.  The ideal multiscale framework assembles such a model by starting at a 

very small length scale, where ab initio modeling is feasible, and transitioning up a hierarchy of 

physically-based models at larger and larger length scales, propagating the required material in-

formation from the lower length scale models.  Typically, these models are multiphysics in the 

sense that different length scales either incorporate different physical phenomena (e.g. quantum 

mechanics versus solid mechanics) or use different descriptions of the physical phenomena at dif-

ferent scales (e.g. molecular dynamics versus dislocation dynamics).  Very few, if any, models 

actually achieve this idealized modeling framework.  Typically, models incorporate experimental 

data at various stages in the multiscale hierarchy.  However, these models are still microstructur-

ally-based and so have a significant advantage over classical empirical modeling approaches. 

This section briefly describes a collection of modeling techniques that often contribute to  mul-

tiscale models of metallic materials.  Additionally, Chapter 5 (Table 5.1) contains a survey of 

software implementing some of the techniques described here.  As the focus of this report is on 

the application of such methods to AMT materials, the section limits the description to identifying 

the length scale covered by the modeling method, providing a short overview of the approach with 

high-level references (review papers, where available) and then briefly describing the limitations 

of the technique.  The hope is this information will help inform regulators about the potential and 

limitations of the various methods.   

3.2.1 Discrete approaches 

3.2.1.1 Ab initio methods: Density Functional Theory and other electronic structure methods 

Material properties ultimately originate from the quantum mechanics of the individual atoms com-

posing the material.  Ultimately, the goal of these ab initio methods is to solve the quantum many-

body problem built on the Schrödinger equation and the Pauli exclusion principle [78].  However, 

in practice models based directly on the wave equations resulting from the interaction of nucleons 
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and electrons are intractable.  Approximations based on the density of the electrons, i.e. Density 

Functional Theory (DFT), are more practical [81], [82]. 

These types of models are truly ab initio – they require no experimental data or empirically-corre-

lated parameters.  The ultimate result of these calculations, at least in the context of multiscale 

modeling, is the effective interatomic potential as described in Section 3.2.1.2.  As such DFT pro-

vides a first-principles point of entry to the multiscale hierarchy.  A model (solely) based on un-

derlying DFT calculations requires no calibration. 

However, the limitations of DFT (and other ab initio quantum mechanics methods) is the extreme 

difficulty of solving the quantum multibody problem for realistic systems.  This means the method 

can only be applied to extremely simple atomic species (by limiting the number of electrons and 

nucleons in the calculation) or through approximations like DFT.  In practice then, accurate inter-

atomic potentials are seldom created solely using direct ab initio calculations, but typically will 

also require fitting the potential to experimental data. 

3.2.1.2 Atomistics: Molecular Dynamics and Kinematic Monte Carlo 

3.2.1.2.1 Molecular Dynamics 

The ab initio methods described in the previous section model the interaction of discrete electrons 

and nucleons.  This next category of atomistic methods models the discrete interaction of individ-

ual atoms or molecules. 

Molecular Dynamics (MD) simulations solve the n-body problem of the dynamic interactions of 

n atomic or molecular species.  The information required to run a simulation is the initial position 

of the atomics, the atomic mass of each species, and the force between any two pairs of atoms.  

MD simulations use an interatomic potential to describe these force pairs.  Given these three in-

gredients, very efficient numerical algorithms have been developed to propagate the atomic posi-

tions forward in time using high performance, massively parallel computers (e.g. [83]). 

MD simulations can provide comprehensive information about the material.  Simulation methods 

exist that can maintain the ensemble of atoms at fixed total energy, fixed pressure, or fixed tem-

perature.  MD calculations under these conditions are in thermodynamic equilibrium [84]–[86].  

More complicated methods can be used to impose specified average conditions on periodic cells 

of atoms, for example an imposed average Cauchy stress (e.g. [87]).  Preprocessing and postpro-

cessing software can initialize and identify defects in the simulated atomic lattice [88].  Disloca-

tions [89], voids [90], and even (simple) grain boundaries [91], [92] can also be represented. 

The primary challenge in simulating the material response using MD is defining the interatomic 

potential.  Focusing on metals, a huge body of work aims to develop accurate potential for a various 

single and multi-atom systems (e.g. [93]–[95] among a vast number).  An additional body of work 

seeks to develop more accurate forms for the interatomic potential.  Early work on liquids used 

simple Lennard-Jones forms [96] while more modern simulations on metals apply Embedded 

Atom Models (EAM) [97] and more sophisticated potentials, including Modified Embedded Atom 

Models (MEAM) [98]. 

In principle, MD potentials can be completely determined using ab initio methods like DFT.  In 

practice, fitting an accurate potential that accounts for all the key features of the material system 
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is extremely challenging and often requires incorporating physical property data, for example ther-

mal, elastic, and electronic properties as well as the observed material phase diagram [94], [99].  

Deriving accurate potentials becomes even more challenging as the number of atomic species in-

creases.  Accurate potentials for realistic alloy chemistries are not available.  Instead, models typ-

ically use potentials encompassing the main atomic species.  The higher length scale models then 

account for the effect of the minor elements in the alloys, often in an ad hoc manner. 

Given an accurate interatomic potential, the main challenges in applying MD to predict useful, 

macroscale material properties are the length and time scale issues.  Real engineering components 

contain far too many atoms to represent directly in MD calculations.  Instead, typically the MD 

simulation encompasses a “representative” volume that samples the bulk material response of a 

single crystal grain, plus associated defects.  Again, the higher length scale models must then ac-

count for grain-grain interactions.  However, even a single grain in a metal alloy contains more 

than 1012 atoms.  This is beyond the limit of even the most advanced current high-performance 

computers.  Despite recent work looking at huge numbers of atoms [100] this limitation on the 

number of representative atoms means that the continuum material response – even the single 

crystal response – cannot be directly modeled using MD simulations. 

Additionally, the MD method can only directly examine very short time scales.  The integration 

algorithms used to advance the dynamic state of the ensemble impose limitations on the maximum 

computational time step size [101].  As the time integration cannot be parallelized, this imposes a 

severe limitation on the time scale resolvable by MD simulations.  Typical MD time scales must 

start on the order of the period of atomistic vibrations, around 10−15 s.  Simulations can propagate 

the dynamics of the system through many thousands or even millions of time steps, but this still 

leaves total simulation times on the order of 10−9 s.   This means that direct MD simulations can 

only examine material processes occurring on very short time scales.  MD approaches are then 

directly relevant only to extreme loading events, of the type not typically found in nuclear compo-

nents.  The main use of MD then is to extract parameters for higher length scale models. 

3.2.1.2.2 Kinetic methods 

Kinetic methods are a way to overcome some of the length- and time-scale challenges associated 

with MD.  Rather than considering the direct motion (dynamics) of discrete atoms, these ap-

proaches consider probability densities [78].  This concept can be applied to either the spatial or 

temporal components of atomistic models.  If applied to the spatial location of molecules, kinetic 

methods work with the probability distribution of particle locations, providing a direct bridge be-

tween discrete atomistic and continuum approaches.  However, these methods are not commonly 

applied to metals because of the difficulty in modeling realistic particle-particle interactions [78]. 

When applied to the temporal component of an MD model, the kinetic method works with the 

probability of atoms transitioning states, rather than direct integration of the n-body system.  The 

Kinetic Monte Carlo (KMC) method is one approach for propagating such simulations forward in 

time [102].  KMC is notable here because it allows a discrete atomistic simulation of metals on 

long time scales, capturing diffusional processes [103].  As such, it can be applied to examine 
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processes like vacancy diffusion [104] and dislocation climb [105], [106], which are key mi-

croscale components of multiscale models for creep, thermal aging, and other long-term material 

processes.  

The limitation of KMC is that it considers only very long time scales where events occur solely 

through diffusional processes.  This means that it cannot represent events on intermediate time 

scales where interactions occur through non-thermal processes, i.e. those most relevant to material 

properties controlled by non-diffusional processes in metal alloys used in nuclear reactor compo-

nents. 

3.2.1.3 Defects: Discrete Dislocation dynamics 

Ab initio methods represent discrete electrons and nucleons, while MD and the KMC method rep-

resent discrete atoms.  A logical next model, at a yet longer length scale, is a model that looks at 

discrete defects in the atomic lattice.  Given the importance of dislocations in determining the 

properties of metallic materials, Discrete Dislocation dynamics (DD) models are often used to 

bridge length scales in models of metal alloys. 

As the name suggests, DD methods treat dislocation lines as discrete objects in a simulation [107].  

These dislocation lines move according to rules derived from the mechanics of a single dislocation 

embedded in an elastic continuum [70].  Moreover, when dislocation lines meet they can react 

with one another to model junction formation, annihilation, and other dislocation/dislocation in-

teractions [108], [109].  The method has been extended to model the interaction of dislocations 

with grain boundaries [110], [111], inclusions [112], and other obstacles to dislocation motion.  As 

with discrete MD simulations, the initial configuration of defects can affect the simulation results 

[113].  Pre- and post-processing software exists to aid in setting up and interpreting simulation 

results.  Simulations, at least in the multiscale framework, often use a periodic simulation cell with 

an imposed strain or stress on the cell face(s). 

The advantage of DD modeling over the other discrete approaches discussed so far is that it can 

simulate events on a higher length scale.  The simulations have no difficulty in representing the 

grain bulk response of a material, and special configurations can examine isolated grain bounda-

ries, precipitate interactions, and other events of interest.  The main disadvantage of DD is that 

again the dynamics of dislocation motion and the (typically) explicit integration algorithms limit 

the time step size.  Typical time steps in DD simulations are around 10−11 seconds – much better 

than atomistic calculations but still very small.  Therefore, as with MD calculations, DD simula-

tions are directly relevant only to fast material processes, which are not typically found in reactor 

structural materials. 

3.2.2 Mesoscale continuum approaches 

3.2.2.1 Field Dislocation theories 

As noted in 3.2.1.2.2, kinetic methods are seldom applied to spatially upscale discrete simulations 

of metallic materials because of the difficulty in formulating an adequate theory for atom-atom 
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interactions.  However, these types of theories are the natural bridge between discrete and contin-

uum theories for simple materials like gases or elastic solids. 

A direct analog of this approach for metals might be to develop a kinematic (i.e. a statistical me-

chanics) theory to link discrete dislocation motion to the evolution of a probability density field 

describing the dislocation density.  There have been several attempts to develop such theories (c.f. 

[114]).  While field dislocation theories have been successfully applied in many specialized situa-

tions [115], [116], no theory has become widely used in a multiscale framework.  The reason likely 

lies in the difficulty in formulating a general theory encompassing the evolution of the density of 

both statistically-stored and geometrically-necessary dislocations [117].  There are also difficulties 

in formulating stable numerical methods for the theories, which often have a strong advection term 

[118].  However, given the potential for field dislocation methods to overcome the challenges 

associated with bridging the discrete-to-continuum gap, discussed in 3.2.3.2 below, these methods 

are a promising direction for future research. 

3.2.2.2 Crystal Plasticity 

Crystal plasticity methods are often the lowest length-scale continuum model in a multiscale model 

of a metal.  Crystal plasticity describes the continuum deformation of a single metal crystal [119]–

[122].  Because this is a continuum theory, standard discretization techniques for partial differen-

tial equations can be used to represent large volumes of material consisting of many different 

grains in a polycrystal [123], [124].  This approach is sometimes called a “fully resolved” or “full 

field” simulation.  Figure 3.5 shows a typical full-field crystal plasticity finite element method 

(CPFEM) simulation, which fully-resolves the grain and grain boundary structure of the material 

using a finite element discretization (figure reproduced from [125]).  An alternative approach uses 

the fast Fourier transform to spatially discretize the model (CPFFT).  Alternatively, the theory can 

be used in concert with classical homogenization techniques to represent the average response of 

the polycrystal without fully-discretizing the domain.  One of the more common frameworks for 

homogenized crystal plasticity modeling is the self-consistent, viscoplastic (VPSC) [126], which 
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applies the self-consistent, effective medium approach based on Eshelby’s solution to viscoplastic 

crystal plasticity material models.  

 

 

Crystal plasticity has been very successful in representing material deforepmation and damage 

mechanisms in metal alloys (see [127] for a review).  Several factors contribute to its widespread 

use: 

• It is a continuum theory and so it can be used to represent essentially arbitrary volumes of 

material with arbitrary resolution.  It works with standard homogenization and discretiza-

tion schemes.  This means it can, for example, be implemented in commercial finite ele-

ment software with little-to-no modifications.  Because it is a continuum theory and solves 

the same conservation equations as in macroscale structural analysis, upscaling from crys-

tal plasticity simulations is an exercise in classical, formal homogenization (see 3.2.3.1). 

Figure 3.5. A typical crystal plasticity finite element simulation.  (a) The initial mesh, showing the ori-
entation of each grain using an inverse pole figure map.  (b) The deformed geometry after 50% rolling 

strain.  (c) The von Mises stress in the deformed configuration.  (Figure reproduced from [125]). 
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• It provides a framework representing the key kinematics of deformation through slip and 

deformation twinning.  Physically-based slip and twin system deformation rules have been 

developed, often linked to lower length scale simulations. 

• It simulates material processes on a scale that can be directly observed using electron mi-

croscopy, high energy diffraction, and other modern characterization techniques. 

At the same time, crystal plasticity methods have several disadvantages; 

• There is no formal connection between lower length scale models, like MD or DD simula-

tions, and crystal plasticity.  Field dislocation theories are an attempt at formalizing this 

connection, but current crystal plasticity models are based on an ad hoc kinematic theory 

that represents slip deformation in single crystals, rather than a formal connection to dislo-

cation mechanics.  

• The scale of high-performance computing still limits the scale of fully-resolved crystal 

plasticity calculations.  Simulations of more than 1,000 grains have been completed, par-

ticularly using discretization schemes based on the fast Fourier transform.  However, this 

is still far less than the number of grains in a typical metallic component.  As such, homog-

enization, often based on statistical or representative volume elements (S/RVEs) must be 

used to upscale, with challenges associated with the size of the RVE, applying external 

boundary conditions, and free surfaces.  

3.2.2.3 Damage modeling on the microscale 

Full-field crystal plasticity methods provide a continuum description of the grain bulk response.  

The discretization of the momentum balance equation provides at least a reasonable representation 

of the mechanical conditions on grain boundaries.  However, additional models are required to 

represent detailed grain boundary physics and to represent damage in the grain bulk or on the grain 

boundary.  These additional models are often embedded as interface-cohesive formulations (on the 

grain boundaries) [128] or as continuum damage models (in the grain bulk) [129], [130].  Depend-

ing on the size of the damaged region, direct representations in a fully-resolved framework are 

also possible [131]. 

The form of these models depends on the material – the models capture the physical processes 

leading to the degradation and failure of the material in service.  For metals, typical grain bulk 

failure mechanisms include cavitation [132], cleavage [133], and fatigue damage [29].  Grain 
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boundary mechanisms include sliding [134], cavitation [135], and diffusion-assisted cavitation, 

particularly in creep conditions [2], [136], [137]. 

Section 3.3 describes damage models used specifically to capture failure mechanisms in AMT 

materials.  Beyond the context of AMTs, there are numerous different models, each tailored to a 

different type of material.  However, these models all share a few common advantages: 

• There is a direct analog between damage models of this type and the development of dam-

age/fracture models on the macroscale.  Many of the models used in full-field simulations 

are extensions of models originally developed for macroscale continuum finite element 

simulations. 

• The models are compatible with the length scales represented by mesoscale continuum 

simulation methods.  They can be applied to relatively large volumes of material; 

and disadvantages: 

• The construction of models is ad hoc, tailored for specific material systems.  There is no 

universal framework for constructing an adequate model. 

• There is no direct connection between damage models of this type and finer-scale repre-

sentations.  Models are often developed to be physically based, but the construction of such 

a model relies on the developer, rather than a formal connection to the subscale physics. 

3.2.3 Macroscale modeling: Homogenization and the multiscale method 

So far, this section has bypassed discussing how multiscale models transition between scales, fo-

cusing rather on describing modeling approaches for each scale in isolation.  This subsection co-

vers methods for transferring model information between scales. 

3.2.3.1 Formal homogenization techniques 

Formal homogenization is the mathematical problem of relating the solution of a mathematical 

operator (e.g. a linear or nonlinear system of partial differential equations) with rapidly oscillating 

coefficients to the solution of an operator with smoothly varying coefficients [138], [139] over the 

same domain.  As an example, consider the linear operator 

𝐿𝜀𝑢𝜀 = 𝑓 in 𝛺 

with 𝐿𝜀 being a linear operator with oscillating (periodic) coefficients with period 𝜀, 𝑢𝜀 the solution 

over domain Ω, and 𝑓 the source term.  Formal homogenization seeks the coefficients of the linear 

operator  

�̅�𝑢 = 𝑓 in 𝛺 

for 𝑢 = lim
𝜀→0

𝑢𝜀.  That is, mathematical homogenization aims to find a smoothly-varying equivalent 

description of the problem. 

There is a huge body of literature describing formal methods for accomplishing this task (and 

extending the problem to nonlinear operators, integral operators, etc.).  See [140] for a review.  
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These methods are useful in the multiscale context for transferring results between continuum 

models – for example between a mesoscale crystal plasticity simulation and macroscale effective 

properties.  For fully-resolved mesoscale simulations this approach often uses a representative or 

statistical volume element (R/SVE) with appropriate boundary conditions meeting the Hill-Mandel 

conditions [141] and with constraints/external boundary conditions matching the effective mac-

roscale conditions.  Other approaches can be used to relate reduced descriptions of the microme-

chanical problem to effective macroscale material properties [142]. 

A key challenge for multiscale methods is scale bridging in situations that do not fit the definition 

of mathematical homogenization – for example bridging between discrete and continuum simula-

tion methods.  Kinetic methods and statistical mechanics are the tools for a formal connection (see 

Section 3.2.1.2.2), but rigorous mathematical methods and standard frameworks are not yet avail-

able for metallic materials.  Instead, a variety of heuristic methods are employed.  The most com-

mon is expert intervention – an expert examines the results of the lower length scale calculations 

and somehow calibrates the higher scale model to that data set.  This process often involves opti-

mization of the higher scale model parameters (for example [143]), even employing machine learn-

ing techniques (see Chapter 4), but the process is still guided by expert intervention. 

3.2.3.2 Multiscale frameworks 

This section describes the multiscale process – lower length scale models inform higher length 

scale models until the simulation framework reaches a scale that can directly model the material 

properties of interest.  Oftentimes scale bridging is simply direct intervention by an expert, in the 

form of calibrating models to lower length scale data. 

Multiscale models can be divided into concurrent multiscale approaches where the highest scale 

model calls the lower scale hierarchy “live” during the simulation [144]–[146] and non-concurrent 

models where each of the simulations on each scale are run individually and consecutively and the 

results transferred in the form of model parameters to the higher length scale models.  Only in the 

context of concurrent multiscale methods does a framework – mathematical or software – for mul-

tiscale simulation make sense.  For non-concurrent multiscale models, the individual scale model 

can use entirely separate simulation tools and scale bridging is often done with custom software 

developed for the task at hand.  Concurrent multiscale methods applied to metallic materials in-

clude the FE2 approach, where a fine scale finite element model with appropriate boundary condi-

tions provides the constitutive model directly for a coarse scale simulation [147] and various sam-

pling approaches [148].  However, these concurrent approaches are seldom used for metallic ma-

terials for anything except model problems because of the very high computational cost.  Addi-

tionally, these approaches do not address the problem of bridging between discrete and continuum 

models. 

Overall, the development of a multiscale model is often guided by manual expert intervention 

between each scale.  For example, an MD expert might provide a database of simulation results 

looking at the motion of individual dislocations.  A DD expert might then take these simulation 

results, formulate a DD model, and provide a database of single crystal simulation results to an 

experiment in crystal plasticity methods.  This expert would then calibrate a single crystal consti-

tutive model.  At this point formal homogenization can be used to deduce the material’s macroscale 

effective stress/strain constitutive model – which is then sufficient for engineering design [149].  

The development of concurrent methods to replace some of this manual hierarchy is a topic of 
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active research. This research has yet to develop an automatic framework for developing constitu-

tive models for metallic materials, particularly starting from ab initio calculations. 

3.3 Applications to AMTs 

This section summarizes the application of microstructurally informed models to predict the prop-

erties of AMT materials.  As described in Chapter 1, this report focuses on the AMTs of most 

interest for future nuclear reactor applications and on nuclear reactor structural materials.  How-

ever, as there has been comparatively little work on these materials, this section includes work on 

other materials, in particular aerospace alloys, in order to better describe the potential applications 

to future nuclear systems.  Also excluded are examples of multiscale/microstructural process mod-

eling, as opposed to property prediction.  As described in Chapter 1, these types of models were 

covered in a companion report.  This survey also excludes a vast number of papers that make 

qualitative connections between the material microstructure and the resulting material properties 

as well as models that empirically correlate processing parameters directly to measured properties, 

focusing only on work on developing physical models linking material microstructure to the re-

sulting material properties.  Models that correlate microstructure to properties are covered in this 

report in Chapter 4. 

3.3.1 Comprehensive models 

Our literature search identified a few attempts at developing complete processing-structure-prop-

erties models for AMT materials.  These kinds of models span the topics covered by both this and 

the companion report.  The focus in this subsection is on the structure-properties link.  However, 

this subsection highlights these works as the most complete attempts to date at accomplishing the 

modeling goals described in Chapter 1.  

Yan et al. [150] is a high-level overview of a framework for developing process-structure-property 

models for AMT materials.  The approach recommends using design of experiments to select key 

conditions to model with physical, microstructural models.  The framework, as presented in the 

reference, includes process modeling of SLM powder spreading, melting, and solidification, and 

property-prediction using crystal plasticity modeling.  It advocates using data mining techniques 

to then build surrogate models for process/material optimization.  This paper provides a good over-

view of the goals of developing physically-motivated processing-structure-property models. 

Ge et al. [151] uses self-consistent crystal plasticity modeling to predict the stress/strain flow curve 

of a duplex DED Ti alloy.  Of particular note, they develop a complete, albeit vastly simplified, 

comprehensive model spanning from processing parameters (laser power, scan speed, etc.) all the 

way to predicting the material flow curves.  The property prediction part of their model is quite 

simple, a self-consistent mixing of alpha- and beta-phase flow models with no other microstruc-

tural parameters beyond the phase fraction.  It is unclear how they calibrate the individual phase 

models, but the final result accurately matches experimental data drawn from the literature. 

Lindgren et al. [152] is another example of an attempt at developing a complete modeling frame-

work starting from processing parameters.  The authors develop a model for generic fusion-based 

manufacturing (i.e. PBF or DED) of Ti-6Al-4V and Inconel 718.  The model predicts flow curves, 

with a relatively simple microstructurally-based model for the flow stress.  This work is an appli-

cation of previous generic models for the effect of thermal processing on the flow curve of the two 

materials [153], [154], rather than a model specifically aimed at AMT material.  Like Yan et al., 
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the model includes processing components for melting and solidification in PBF processes.  The 

framework uses very simple micromechanical models for predicting macroscale flow curves. 

Yan et al. [155] describes an ambitious integrated model spanning from process modeling to a 

homogenized CP model for the material flow curve.  Almost uniquely in the context of fully-

integrated models, the authors then develop this model further to predict fatigue crack initiation, 

using a standard fatigue indicating parameter (FIP), in conjunction with the CP stresses.  The 

model (including the introduction of experimentally-observed porosity) reasonably captures the 

experimentally-observed low cycle fatigue curve.  Interestingly, the model predicts a mechanism 

shift in the predicted fatigue curve for very high cycle fatigue, though this prediction is not vali-

dated against experimental data. 

Reference [156] is one of the better-validated complete modeling frameworks surveyed in this 

report.  It summarizes a full process-structure-performance model for PBF Ti-6Al-4V.  The struc-

ture-performance link is via full field CPFFT, including the effect of α/β phase morphology.  The 

model reproduces key macroscale data (e.g. the measured yield stress) but also demonstrates good 

correlation with microstructure-property trends, for example the correlation between the α grain 

thickness and the flow stress. 

3.3.2 Models targeting flow curve predictions 

The next set of models target simulating material flow curves (i.e. stress/strain relations) given 

underlying microstructural information.  For the most part, these are either CPFEM or CPFFT 

models using standard homogenization techniques to upscale the CP results to the macroscale flow 

curve or simpler models relying on classical Taylor type homogenization to transition from the 

grain to the engineering scale. 

Hayes et al. [157] is one of the most complete and well-validated models of this type.  Their frame-

work produces a microstructural model for the flow curve of DED Ti-6Al-4V using simple Taylor-

factor type flow stress contributions related to key microstructural parameters.  The flow curve 

model is quite comprehensive, including the effects of solid solution strengthening, the size of the 

alpha laths and colonies, texture, and basic Taylor hardening.  The model captures broad trends in 

processing/microstructure/performance connections and the authors demonstrate it captures the 

measured yield strength from a large experimental database reasonably well (84% of the data lies 

within a 5% prediction bound). 

The model described in [158], [159] is an interesting example of a micromechanical model for the 

properties (flow curves) of PBF 316L stainless steel.  The model is a CPFEM representation of a 

realistic AMT microstructure.  The model represents individual melt tracks of material, each con-

sisting of randomly-generated Voronoi grain structures.  Cohesive models represent delamination 

failures between melt pools.  The modeling framework includes introducing voids on the melt 

track boundaries to represent prescribed values of porosity.  The author uses the model to predict 

macroscale flow curves.  The model is heavily calibrated against experimental data, and yet serves 

as an example of how a microstructural framework can be used to explain and, to a lesser extent, 

predict the effect of PBF processing characteristics on the resulting mechanical properties. 

Reference [160] produces a very similar model to the one described in the previous paragraph.  

This model is likewise for PBF 316L stainless steel.  Again, the simulation discretizes the grain 

structure of individual melt tracks and applies a simple crystal plasticity model to predict the final 
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flow curves.  Like the other model, the results are 2D only.  Additional work [161] extends this 

model to examine the effects of damage (cracks) on the melt track boundaries.  Cunningham  et 

al. [162], by some of the same authors, is a similar approach but looking at the differences in 

critical pore size between PBF Ti-6Al-4V with and without HIP postprocessing. 

Kergaßner et al. [163] is an excellent example of applying a sophisticated microstructural model 

(a gradient-enhanced crystal plasticity model accounting for slip transmission through grain 

boundaries) to capture grain size effects in columnar grained Inconel 718 manufactured with elec-

tron beam melting.  They calibrate the model against a single experiment and were able to repro-

duce the experimental flow curve in two different loading directions. 

The authors of [11] build a simple microstructural Hall-Petch model linking the grain size of DED 

304L stainless steel to the yield strength of the material.  The results show a large scatter, with 

errors between the model and the measurements of up to 30%. 

Mulay  et al. [164] applies homogenized crystal plasticity modeling to predict the flow curve of 

Ti-6Al-4V.  While the paper compares mill-annealed material to PBF material the authors were 

only able to apply the crystal plasticity modeling to mill-annealed materials, as the crystal model 

could not capture the complicated grain structure of the PBF material.  This is then an example of 

a negative result: current crystal plasticity simulation methods could not capture the complex mi-

crostructure of AMT material.  The same authors further develop the polycrystal model in [165], 

though that work focused on modeling the β phase of generic Ti-6Al-4V rather than developing a 

model for AMT material. 

Zhang  et al. [166] describes a semi-empirical model for the mechanical properties of PBF Ti-6Al-

4V.  The model correlates the parameters of a Ramberg-Osgood flow model to key microstructural 

characteristics, including the α/β phase fractions and the lath thickness.  The model is calibrated 

and validated against two sets of experimental results and adequately in predicts the flow curves 

in the validation set. 

The modeling framework described in [167] builds a full-field CPFEM model for the response of 

HIP and SPS processed ultra-fine-grained nickel.  The model incorporates the experimentally-

measured microstructure, including grain morphology and texture as measured through EBSD.  

The model predicts macroscale flow curves and is heavily calibrated to data.  The final model 

predicts the macroscale, experimentally-observed Hall-Petch effect starting from a microstructural 

Hall-Petch model.  The HIP data used in [167]  comes from an earlier study by one of the authors 

[168].  This earlier work develops a simpler self-consistent viscoplastic model for the HIP material 

flow curves. 

Ghorbanpour et al. [169] describes a comprehensive crystal plasticity model for the response of 

PBF Inconel 718.  The paper focuses on the causes of anisotropy in the PBF material.  The CP 

results suggest anisotropy stems from the grain structure and tension/compression asymmetry from 
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non-Schmid effects and latent hardening.  Model validation is limited to flow curve comparisons 

at different temperatures. 

3.3.3 Models predicting fatigue initiation 

The majority of the models identified in the literature focus on aerospace materials.  As such, 

fatigue prediction is an emerging trend in the most recent work on microstructural models for AMT 

materials. 

The work described in [170] is a call to arms for applying advanced, microstructurally-informed 

modeling techniques to predict fatigue properties of AMT materials.  Interestingly, the authors 

argue against the use of conventional correlations developed for traditionally-processed alloys, 

warning that classical approaches could produce poor predictions for complex AMT microstruc-

tures. 

Veerappan et al. [171], [172] describes the development of a CPFEM model for Inconel 718 and 

validation against diffraction data.  The focus is on using the validated model to examine the crit-

ical fatigue pore size in the material by inserting pores of various sizes into the CP representation.  

3.3.4 Models including grain residual stresses 

The properties predicted by the remaining models do not fit into any of the prior categories.  One 

general theme is models to predict the effect of the grain-level residual stress developed during the 

manufacturing process on the final macroscale materials properties.  These models are interesting 

because they can be validated against direct residual stress measurements taken via X-ray or neu-

tron diffraction. 

Reference [173] describes an integrated experimental/simulation framework for including the ef-

fects of grain residual stress developed during processing on the final properties of Ti-6Al-4V 

fabricated with PBF.  The model uses a CPFEM approach and was validated directly against high 

resolution digital image correlation data on the grain scale.  The authors conclude that incorporat-

ing the grain-level residual stresses improved the model predictions.   

The work of [174] describes a full-field CPFEM simulation of PBF 304L stainless steel.  The focus 

of these simulations was on predicting grain-level residual stress evolution during annealing, but 

the study is noteworthy for a detailed comparison to neutron diffraction studies. 

3.3.5 Summary 

This report identifies only around 20 applications of microstructurally-informed property model-

ing applied to AMTs.  By contrast, the companion report describes over one hundred examples of 

microstructural process modeling.  A recent review paper [175] reflects this dichotomy.  That re-

view calls for additional work in property modeling, stating “there is a critical need for integrating 

microstructure information of the material into the model at the macroscale … in particular for the 

additively manufactured material.”  A separate review paper [176] echoes this sentiment, while 
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noting that while physically accurate multiscale models are needed for ICME of AMT processes, 

in the end fast model surrogates will be needed for practical design optimization.   

Table 3.1 summarizes the advantages and drawbacks on the modelling and simulation techniques 

surveyed in this section, focusing only the method used to predict material properties from micro-

structure and not process modeling, if included in the simulation framework. 

 
Table 3.1. Summary of property-prediction modeling techniques. 

Modeling 

technique 

Predicted proper-

ties 

Advantages Disadvantages 

Full field 

crystal 

plasticity 

Flow curves, ten-

sile, creep, and fa-

tigue damage 

• Fully physical model for inter 

and intra granular interactions. 

• Physically-based model for 

second-phase interactions 

• Computationally expensive 

• Requires detailed microstruc-

tural data 

Homoge-

nized 

crystal 

plasticity 

Flow curves, sim-

plified tensile, 

creep, and fatigue 

damage 

• Fully physical model for inter-

granular interactions 

• Reduced computational cost 

• Works with simplified micro-

structural information 

• Simplified treatment of 

grain/grain interaction 

• Simplified treatment of sec-

ond-phase interactions 

Simple 

micro-

structural 

correla-

tions 

Flow curves, in-

cluding yield and 

ultimate strength 

• Very computationally inex-

pensive. 

• Only requires simple micro-

structural information. 

• Vastly simplified physics, can 

often be partly empirical 

Fatigue 

indicating 

parame-

ters 

Fatigue initiation • Simple way to represent the in-

itiation of fatigue damage 

• Some models have a strong 

physical basis. 

• Some models are largely em-

pirical 

• No agreement on appropriate 

FIPs in literature 

Contin-

uum 

damage 

Creep damage, 

creep, fatigue, or 

creep/fatigue crack 

growth, tensile 

ductility 

• Simple method for implement-

ing damage propagation in 

full-field models 

• Well-developed literature 

• Often only has a tenuous con-

nection to physical processes 

• Discretization issues (mesh-

dependence) 

3.4 Gap analysis: Limitations of current models 

One key gap is the relative lack of work on the structure-properties side of complete processing-

structure-properties models.  There are two potential reasons why there is less active research in 

this area compared to process modeling: 
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1. Researchers regard structure-properties modeling as a “solved problem.”  This seems unlikely 

given the state of the general field summarized in Section 3.2.  The development of ab initio and 

fully concurrent multiscale models even for standard, well-characterized materials, remains a sig-

nificant research challenge. 

2. General work on microstructural property models for non-AMT materials will transfer directly to 

AMT materials.  This explanation seems more likely.  For example, there is little to no property 

prediction work specific to AMTs using electronic structure or MD calculations.  This is because, 

at this scale, AMT and non-AMT materials are the same.  Exceptions exist for very fine-structured 

AMT materials, like nanocrystalline materials [177], where AMT specific MD models might be 

employed. 

Another key gap is that most of the existing work has examined aerospace materials and, in par-

ticular, Ti-6Al-4V and aerospace Ni-base superalloys.  The aerospace industry has been an early 

adopter and significant driver of AMT research, so this focus makes sense.  However, it means 

that many of the material-specific aspects of current work will not transfer directly to reactor struc-

tural materials.  The exception is the work on austenitic stainless steels, specifically 304L and 

316L steel.  Some of the work on Ni-superalloys may transfer to Ni materials slated for use in 

future advanced reactors. 

A similar gap is that most of the work identified here focuses on determining quasi-static material 

properties, like flow curves, and on fatigue initiation.  These properties are certainly relevant to 

the design of nuclear reactors, particularly LWRs.  However, other properties like fracture tough-

ness, ductility, corrosion-resistance, and radiation damage (though not a focus of this report) are 

critical to reactor design and have received comparatively little attention.  Looking ahead to high 

temperature advanced reactors, there has been little work on physically-based models for crucial 

time-dependent material properties like creep strength, creep-fatigue resistance, or thermal aging.  

These properties are significantly more challenging to predict with ab initio models given the time 

scale issue discussed in Section 3.2. 

The validation strategy adopted by the authors of the various works surveyed here varies greatly.  

Formal validation would be necessary for models used to predict design properties of AMT mate-

rials seeing nuclear service.  This validation might be accomplished by retaining some portion of 

the available data – macroscale or microscale – from the model calibration process.  This “blind” 

data could then be used to fairly assess the predictive power of the model.  Only a few papers 

adopted this approach. 

There are two reasons for the relative lack of formal validation.  The first is simply that data is 

scarce, particularly detailed microstructural characterization that can be used to validate the sub-

scale models in a multiscale framework.  Retaining some of this data for validation may not leave 

sufficient data to fit an accurate model.  The second reason is that for some of these studies, the 

microstructural predictions are the entire point of the study.  In this context, the multiscale model 

is not being used to make property predictions but rather to explain the microstructural cause of 

observed macroscale properties.  Chapter 6 of this report contains a dedicated subsection on vali-

dation and verification which explores these issues in further detail. 

Surprisingly, few works highlight the role microstructural modeling (or even process-structure-

property modeling in general) can play in hastening the qualification of new materials and AMTs.  
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The introduction to this report lays out a general vision, but further peer-reviewed work on estab-

lishing qualification frameworks is necessary to develop a community consensus on how micro-

structural structure-property models will play a role in qualification. 

Finally, we did not identify any ab initio modeling work for AMTs nor any concurrent multiscale 

property-prediction modeling.  This is not surprising as these types of models are exceedingly rare, 

even for conventionally-manufactured materials.  Given the limitations of current ab initio, mul-

tiscale models regulators should not expect to see multiscale modeling used to support the quali-

fication of a new AMT material without direct testing in the near future.  There are many chal-

lenges to first overcome, as outlined in Section 3.2 above.  Most notable are the computational 

difficulties of concurrent multiscale methods and the theoretical difficulties in transitioning be-

tween discrete and continuum models of metallic materials.  Much more likely is an approach that 

uses microstructural models to improve the quality of material property predictions for well-char-

acterized materials in regions where direct property measurements are difficult.  Examples might 

include long-term creep modeling of materials where short-term test data is available.  As de-

scribed in the introduction to this report, these types of microstructural models are likely signifi-

cantly more accurate than conventional, empirical extrapolation techniques. 

However, there have been a number of notable successes for microstructural/multiscale modeling 

applied to AMTs.  For example, the model described in [157] for DED Ti-6Al-4V was well-vali-

dated and explains most of the variation in the measured yield stress over a wide set of processing 

conditions.  More generally, all of the models summarized here at least qualitatively contribute to 

our understanding of microstructure-properties connections (and, as a result, processing-structure-

property linkages).  This qualitative understanding could be used by license applicants to focus 

their experimental and validation efforts on particular regions of processing space likely to yield 

desirable final material properties.  This approach is the most likely near-term application of mi-

crostructural, physically-based models to AMTs. 
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4 Current State of the Art: Data-driven microstructure-property relationships 

4.1 Introduction 

The development of structure-property relationships is a critical step in the optimization of additive 

manufacturing processes for improved reliability and performance. As described in previous sec-

tions, this might be achieved through phenomenological or physics-based modeling approaches. 

While typically simple and quick to evaluate, phenomenological approaches require significant 

effort to develop and may have limited applicability outside of the target material system and mi-

crostructural domain. On the other hand, physics-based computational approaches hold promise 

for extensibility and accuracy, yet also require significant development effort and often incur mas-

sive computational expenditures. In contrast to these well-established approaches, data-driven 

structure-property relationships are more quickly formulated and can be evaluated with low com-

putational expense. This opens the door to inverse protocols for the design of microstructure for 

target properties and therefore identification of appropriate processing parameters resulting in that 

microstructure. Furthermore, data-driven approaches may be calibrated with either experimental 

or simulated data. In all likelihood, future inverse design tasks will use some form of data-driven 

approach. This is because inverse design protocols often require many evaluations of the model 

chain, which in the case of physics-based modeling may be computational infeasible. Instead, ma-

chine learning can be used to construct surrogates of the expensive physics models or directly build 

models based on experimental information. The remainder of this section introduces a number of 

studies that suggest solutions to this problem with various degrees of completeness. Due to the 

novelty of this field, there is no clear organization of the existing studies other than the materi-

als/methods or ML techniques employed. 

4.2 Literature survey 

In 2014, Collins at al. described an in-progress methodology for constructing processing-micro-

structure-property linkages for e-beam manufacturing of Ti-6Al-4V [178]. The authors described 

a multi-physics heat and mass transfer finite element model to simulate e-beam heating of the 

sample surface and compositional changes of the sample. They identified phase-field models that 

depend on local composition and thermal history as their preferred approach to simulate complex 

microstructure features. Microstructure predictions would be validated with experimentally char-

acterized AMT samples. Finally, machine learning approaches were described to automatically 

identify physics-informed constitutive equations for the yield strength of the material. Input fea-

tures to the constitutive model, such as phase volume fractions, and grain-boundary thicknesses, 

would be identified through stereological approaches. The ideal constitutive model was identified 

by searching through the combinatorial space of all potential models with genetic algorithms, 

where the fitness of a particular constitutive model would be evaluated based on similarity to a 

neural network surrogate of the yield strength as a function of microstructural parameters. Finally, 

a Monte Carlo sampling approach was employed to propagate uncertainty from the assumed dis-

tribution of the inputs to the constitutive model to its outputs, resulting in an extreme value distri-

bution of yield strengths critical to design applications.  

This was followed up in 2017 by Hayes et al., where they applied some of the techniques in the 

2014 work to develop models for the yield strength of a variety of Ti-6Al-4V electron beam AMT 

manufactured specimens in uniaxial tension [157]. Specifically, they demonstrated the develop-

ment of constitutive equations for yield strength using the previously described neural network 
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and genetic algorithm approach, only in this work incorporating a strength knock-down effect for 

soft textures, and a strong impact of Taylor hardening. In contrast to the 2014 framework, AMT-

α+β stress relief, AMT-α+β HIP, and AMT-β annealed samples were produced and the micro-

structures experimentally characterized as inputs to the machine learning approach. As a result, 

yield strength predictions were within approximately 5% accuracy and cumulative distribution 

functions were produced that would be useful for determining the chances of the material not 

meeting minimum design allowables.  

In 2016, Miranda et al. presented a detailed processing-property analysis for 316L stainless steel 

using an analysis of variance (ANOVA) approach on top of the response surface methodology 

(RSM) [179]. In this work they studied the effects of laser power, scan speed, scan spacing, and 

part orientation on shear strength, hardness, and density through 96 experiments and a quadratic 

regression model. While density was considered in the analysis, the effect of processing variables 

on the microstructure was not studied beyond qualitative correlations through the analysis of mi-

crographs. Note that all 48 samples for each orientation were used in fitting the quadratic model, 

so there was no external validation dataset. 

In 2018 Mutua et al. developed a processing-structure map for L-PBF of maraging steel [180]. In 

that work they studied the impact of processing parameters including laser power, scan speed, 

pitch, and spot diameter on relative density, surface morphology (e.g. balling, shrinkage, and un-

dermelting), and mechanical properties. Mechanical properties were characterized via Vickers mi-

crohardness for a large number of conditions, and by standard tensile tests for as-built and solution-

treated/aged conditions. This map was entirely experimentally constructed and required a large 

number of experiments. This study resulted in a processing-structure map that identified zones of 

varying structure optimality (and associated defects) for scan speed versus laser power.  

In 2018, Kappes et al. developed processing-structure relationships for L-PBF of Inconel 718 pow-

der based on a massive dataset of experimentally characterized samples [181]. In this work, a total 

of 3630 samples were produced and evaluated, representing a range of coupon positions, orienta-

tions, recycled powder feedstock fractions, and laser incidence angles. All other processing pa-

rameters, including laser settings, atmosphere, and powder layer thickness were maintained at the 

manufacturer recommended settings. Electron microscopy and X-ray computed tomography were 

employed to characterize statistics of the sample porosity. These microstructure features included 

volume, equivalent diameter, neighbor distances, volume fractions, and sphericity. This work em-

ployed the random forest (RF) ML technique to connect processing parameters to the porosity 

statistics because of its ability to accommodate examples where one or more input feature is not 

available. While the study revealed a number of interesting trends with respect to powder quality 

(e.g. recycling and presence of undersized powder) and porosity morphology, the RF regressor did 

not reveal strong correlations between the processing variables and porosity statistics of interest. 

In 2018, Yan et al. developed a physics-based multi-scale framework for processing-microstruc-

ture-property modeling of metallic additive manufacturing. At the lowest length-scale, electron or 

photon interactions with the material causing local heating were modeled. The authors described 

a model chain consisting of micro-scale models of heating due to photon/electron-material inter-

actions, meso-scale models for powder and microstructure evolution, and a macro-scale model for 

the whole build. Mechanical properties including strength, fracture, and fatigue would be evalu-

ated experimentally to validate numerical simulations. As a demonstration of mechanical modeling 

capabilities, the authors generated synthetic 3-D microstructures made of columnar grains typical 
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of metal AMT, and compared CPFEM results to those from an accelerated self-consistent cluster-

ing analysis machine learning technique [182]. This resulted in a reduction of computational cost 

of 2500x with 1% error when compared to the CPFEM simulations. Finally, the authors proposed 

that machine learning surrogates for processing-structure or structure-property relationships could 

reduce computational cost and enable accelerated design and optimization of AMT. 

In 2019, Gan et al. published a machine learning approach that resulted in a full processing-micro-

structure-property linkage for DED of Inconel 718 [183]. This work is unique in that it leveraged 

diverse experimental and computational approaches. The authors related processing variables in-

cluding laser power and mass flow rate to dendrite arm spacing and Vickers microhardness. From 

the computational perspective, the authors simulated the DED process resulting in energy densities 

and cooling rates, with which the dendrite arm spacing and microhardness could be estimated 

using mechanistic models from the literature. The authors also produced samples via DED and 

characterized their structure and hardness. All of the processing variables, derived processing char-

acteristics (cooling rates and energy density), the dilution, and micro-hardness were used as inputs 

to a Self-Organizing Map (SOM) [184]. SOMs are an unsupervised machine learning approach 

similar to feed-forward neural networks that perform dimensionality reduction on the inputs. It is 

common to create a 2-dimensional map for ease of visualization. In general, the resulting map 

represents the training examples such that neighboring examples are similar and far apart examples 



44 

are dissimilar. From the self-organizing map, the authors suggested processing parameters result-

ing in desirable dendrite arm spacing and microhardness.  Figure 4.1, reproduced from [183], de-

scribes the method adopted in this paper. 

 

 

A 2020 work by Kusano et al. developed ML linkages between microstructure and mechanical 

properties of L-PBF and heat treated Ti-6Al-4V [185]. In this study, cylindrical tensile specimens 

were produced with constant processing parameters, and were subsequently heat treated with dif-

ferent times, temperatures, and air/furnace cooling conditions. Microstructures were characterized 

via SEM and X-ray CT, and mechanical properties were evaluated via uniaxial tensile testing. 

Sixteen microstructure features, including the volume fractions and averaged maximum and min-

imum Feret diameters of the prior β and α grains, were extracted from the SEM images using the 

FIJI software package with the random-forest based Trainable Weka Segmentation plugin [186]. 

Multiple linear regression was then employed to correlate these features with the mechanical prop-

erties of interest. Yield and ultimate tensile strengths were predicted to within 2% mean absolute 

percent error, but predictions for elastic modulus and % elongation were not successful. 

4.3 Outlook and summary 

As discussed in the introduction, the development of structure-property relationships in metals 

AMT is a new field with studies dating back to 2014 at the earliest. As such, limited works are 

available and address the multiple considerations with varying degrees of completeness. The sim-

plest approaches do not address the microstructure at all, and instead connect processing directly 

Figure 4.1. Method adopted by Gan et. al to relate processing parameters to the material Vickers hard-
ness. (Image reproduced from [183]). 
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to properties (sometimes including porosity as a property instead of a structural characteristic). At 

the next level, studies develop linkages that connect some microstructure quantities (generally 

volume fractions and grain sizes) to properties of interest (generally strength and elongation/stiff-

ness in some cases). In this category, the two approaches are to use a fully machine learning based 

linkage with little physical meaning beyond the selected features, or to try to develop constitutive 

equations in the spirit of those previously used for cast/wrought materials. It is too early to say 

definitively, but it appears that approximately 5% accuracy can be expected from such an ML 

approach for a given materials system and AMT. It is not so clear that this approach will work for 

elastic properties, elongation to failure, creep, or fatigue properties. In future studies, the commu-

nity should expect a greater variety of machine learning formalisms applied to even more generally 

defined materials systems and a wider variety of properties. Furthermore, all such studies should 

provide plots illustrating predicted versus experimental/simulated properties as evidence of the 

efficacy of the machine learning approaches. 
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5 Software Tools for Predicting Material Performance 

5.1 Summary and overview 

This chapter surveys widely or freely available software tools for predicting material properties 

starting from microstructure.  The survey includes formal multiscale frameworks, which are un-

common and, as described in Chapter 3, not often used in actual modeling, but also individual 

physics solvers often incorporated into multiscale models.  The list, shown as Table 5.1, was gen-

erated by examining each AMT-specific example of microstructural modeling cited in Chapters 3 

and 4, identifying the software tools used in the work, consolidating the list, and eliminating any 

in-house research codes.  Because of the relative lack of discrete atomistic and defect modeling 

specific to AMTs, we supplemented the list with commonly used simulation suites of this type. 

One trend is that many researchers use custom software developed within their research group.  

For multiscale coupling this is likely because most of the models surveyed here are non-concurrent 

and so a variety of approaches were used to connect scales.  For the single-scale physics, the state 

of the art in subscale (i.e. micro or meso-scale) simulation methods rapidly evolves, and so com-

mercial software is unlikely to keep up.  Furthermore, many researchers have dual roles both as 

developers of new multiscale simulation methods and in applying microstructurally-informed 

modeling to specific material systems. 

The software type “continuum physics” represents a generic finite element solver that could be 

used to solve a variety of physical problems (at least structural and thermal, and often more).  As 

noted in Chapter 3, these solvers can be used in the context of CPFEM to simulate the mesoscale 

response of metal polycrystals.  However, the underlying solver technology is the same as the 

standard macroscale FE analysis.  Therefore, see the companion report for a detailed overview of 

ALE3D, COMSOL, ABAQUS, and MOOSE.  Note however that ALE3D and MOOSE both built 

in crystal plasticity solvers.  For the commercial codes (COMSOL and ABAQUS) the researcher 

supplies the CP constitutive model response with a user material subroutine. 
Table 5.1. Survey of physics solvers/multiscale frameworks. 

Software URL Type Refer-

ences 

COMSOL 

Multiphys-

ics 

https://www.comsol.com/ Continuum physics [187] 

ABAQUS https://www.3ds.com/products-ser-

vices/simulia/products/abaqus/ 

Continuum physics [156], 

[158]–

[161], 

[166], 

[167], 

[171], 

[173] 
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EVP-

CPFFT 

https://public.lanl.gov/lebenso/ Crystal plasticity [156], 

[162] 

Dream.3D http://dream3d.bluequartz.net/ Preprocessing [162], 

[172], 

[173] 

ALE3D https://wci.llnl.gov/simulation/computer-

codes/ale3d 

Continuum physics [164], 

[165] 

VPSC https://public.lanl.gov/le-

benso/VPSC7c_manual.pdf 

Crystal plasticity [169] 

MOOSE https://mooseframework.org/ Continuum physics [174] 

MUI https://github.com/MxUI/MUI Multiscale framework [148] 

ParaDiS http://paradis.stanford.edu/ Discrete dislocation [188] 

LAMMPS https://lammps.sandia.gov/ MD [83] 

5.2 Overview of particular software tools 

This subsection provides an overview of five particular codes.  These five were selected to sample 

different types of systems (multiscale frameworks, discrete and continuum models, and prepro-

cessing tools). 

5.2.1 MUI 

The authors have no experience using this multiscale coupling framework, but we include it in this 

summary as an example of an open-source, freely-available concurrent multiscale framework.  The 

software is a library for linking individual physics solvers together into a concurrent multiscale 

hierarchy – not a physics solver by itself.  It aims to simplify the task of linking solvers and, in 

particular, handling the details of parallel communication through multiple simulation instances.   

As previously described, there are very few true concurrent multiscale models described in the 

literature and none that were directly applied to AMTs.  However, this library is an example of 

how concurrent multiscale coupling works.  Typically, in the authors’ experience, individual re-

search groups develop their own coupling codes so this is an admirable attempt at standardization 

providing a system that can be used to couple individual physics solvers without requiring bespoke 

software. 

5.2.2 LAMMPS 

LAMMPS is the canonical MD code.  The reference cited in the table ([83]) is the original paper, 

but many researchers have since contributed to the framework (see https://lammps.sandia.gov/au-

thors.html).  Sandia National Laboratories maintains the framework, which is free and open source.  

https://lammps.sandia.gov/authors.html
https://lammps.sandia.gov/authors.html
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LAMMPS is a framework for running an MD simulation and encompasses a vast number of par-

ticular simulation types.  For metals it is commonly used to run MD simulations of atoms.  It 

supports a range of interatomic potentials, including those most commonly used for metallic ma-

terials (https://lammps.sandia.gov/doc/Intro_features.html).   A main focus of the software is on 

efficient parallel simulation, and the code is essentially a benchmark problem for high performance 

computing systems (c.f. [189]). 

 
Figure 5.1. Typical raw MD simulation result: the position of atoms.  Here the simulation is of debond-
ing from a Si inclusion in a Cu matrix.  Colors show the magnitude of the atomic displacement from the 

initial lattice position.  Figure reproduced from [190]. 

The raw output of an MD simulation is simply the positions of the atoms in the ensemble.  Figure 

5.1 (reproduced for [190]) shows a simulation result of this type.  Of course, visualizing millions 

of atoms is not a profitable post-processing method.  The particular post-processing technique 

varies depending on the objective of the simulation, but tools exist, for example, to identify and 

https://lammps.sandia.gov/doc/Intro_features.html
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categorize dislocations and other defects (for example, https://gitlab.com/stuko/crystal-analysis-

tool/-/starrers). 

5.2.3 EVP-CPFFT 

 

EVP-CPFFT [124], [191] (elasto viscoplastic-crystal plasticity fast Fourier transform) is a com-

petitor to CPFEM.  This particular software is maintained by the originator of the method, at least 

applied to crystal plasticity, and is developed at Los Alamos National Laboratory.  It is a full-field 

simulation technique and so produces the complete mesoscale displacements, strains, stresses, and 

so on for a fully-discretized polycrystal.  Essentially it competes with CPFEM for these types of 

simulations.  Without delving into a detailed comparison, CPFFT methods tend to be faster than 

equivalent CPFEM calculations, while CPFEM simulations have more geometric flexibility (i.e. 

FFT methods require regular discretizations).  However, both methods will produce the same an-

swer for equivalent problems [192].  As with MD calculations, the raw field data is only so useful.  

Typically, further post-processing is applied to the full field results.  The advantage of continuum 

methods is that standard tools (for example, https://www.paraview.org/), can be used for this task. 

Figure 5.2, adapted from [192], shows the typical results of both CPFFT and CPFEM simulations.  

This figure is a 2D slice of a 3D microstructural simulation giving the stress distribution in grains 

of a Ti55531 alloy near a crack.  The figure illustrates the level of detail represented in full-field 

microstructural simulations – the results are the full deformation, strains, stress, etc. distributions 

within each individual grain in the microstructure.  The figure also demonstrates the equivalence 

between the CPFFT and CPFEM methods – both produce the same results and, at least for a subset 

Figure 5.2. Comparison between CPFFT (a) and CPFEM (b) stress fields for a cracked poly-
crystal. 

https://gitlab.com/stuko/crystal-analysis-tool/-/starrers
https://gitlab.com/stuko/crystal-analysis-tool/-/starrers
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of problems, produce essentially the same results given the same discretization of the microstruc-

ture. 

5.2.4 DREAM.3D 

DREAM.3D is a preprocessing tool [193].  It can be used to generate statistically-consistent rep-

resentative microstructures, given a description of an experimentally-characterized sample.  The 

base capability of DREAM.3D is to take a stack of images representing slices through a 3D sample 

of material and reconstruct a volumetric description.  An example would be feeding the software 

a stack of serially-sectioned EBSD characterizations of a volume of material, with the output being 

a 3D reconstruction of the sample grain structure (see Figure 5.3).  The software outputs this 3D 

reconstruction directly for further use (for example, in a full-field simulation of the sample), gen-

erate statistics that describe the material microstructure (for example, grain size distributions, the 

sample texture), or uses those statistics to create representative, synthetic microstructures (again 

see Figure 5.3). 

 

 

Competing software to DREAM.3D includes the neper package (http://www.neper.info/), though 

this package focuses solely on generating microstructures and not on gathering statistics from ex-

perimental data [194].  Representing microstructural statistics, using those statistics, and generat-

ing statistically-equivalent microstructures is an active area of research and new methods and tools 

continue to be developed. 

5.2.5 ParaDiS 

ParaDiS is a discrete dislocation simulation code jointly developed at Lawrence Livermore Na-

tional Laboratory (LLNL) and at Stanford (http://paradis.stanford.edu/) [188].  There are differ-

ences between the LLNL and the openly-available Stanford version, but this description is broad 

enough to apply to both versions.  The software simulates the motion and evolution of networks 

of dislocations.  Dislocation lines are discretized into straight segments connected at nodes.  The 

simulation calculates the forces on these straight segments caused by the other dislocation seg-

ments in the simulations, dislocation line tension, and image forces caused by boundary conditions 

Figure 5.3. Left: reconstructed microstructure using EBSD images for a Ni-based superalloy.  Right: syn-
thetic constructed microstructure with statistics matching the original sample.  Image reproduced from 

[193]. 

http://www.neper.info/
http://paradis.stanford.edu/
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and explicitly updates the location of all the dislocation segment nodes via configurable mobility 

models.  ParaDiS uses advanced numerical algorithms to scale this basic dynamic update process 

to billions of dislocation segments on large-scale HPC.  In addition to the basic positional update 

and various methods used to applied external boundary conditions, the code also must handle dis-

location-dislocation interactions when segments intersect.  Developing these interaction models is 

a topic of active research (e.g. [195]), but the software provides a framework for implementing 

appropriate rules for what happens when segments interact. 
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6 Gap Analysis and Recommendations  

6.1 Overview of this chapter 

This chapter synthesizes the literature survey and gap analysis in Chapters 2-5 into a set of recom-

mendations focusing on future potential issues on applying microstructurally-based models to 

AMT materials.  One key issue will be on how to validate the application of these methods to new 

AMT materials, particularly given that one of the potential advantages of microstructurally-based 

modeling is in its ability to reduce the direct testing required to qualify new materials.  As such, 

this chapter first summarizes current work on validating microstructural approaches and multiscale 

models for AMT materials. 

6.2 Survey of verification and validation approaches 

While there is a plethora of software and codes in the literature that investigate important mecha-

nisms that affect the final performance of an AMT component, complete examples of validation 

and verification against experimental data are rare.  Of course, individual studies include model 

validation, but a formal approach, for example a blind application of the model to a validation data 

set withheld from the initial modeling training/development process, is very uncommon. The scar-

city stems from the unavailability of experimental data itself, as acquiring data is time-consuming, 

complex, and costly, and there is comparatively little data available for AMTs in the literature, as 

many of the manufacturing processes are relatively new. As a result, most of the robust validation 

and verification efforts come from government agencies that provide research groups in academia, 

industries, and national laboratories with high-quality experimental information (Figure 6.1) that 

the research groups then use as input for their predictions [196].  At the same time, the validation 

study withholds a set of challenge data that can be used to assess the various model inputs. The 

validation program sponsor then performs an impartial assessment where they compare the differ-

ent predicted results against the known, withheld, experimental results. 
 

 
Figure 6.1. Example of some of the datasets provided by AFRL for their modeling challenges. The re-
construction of this type of data requires a team of experts in XRD scanning and reconstruction. Re-

produced from [196]. 
 

The Air Force Research Laboratory (AFRL) released the Additive Manufacturing (AM) Modeling 

Challenge Series, which is a part of a larger program focused on including material heterogeneity 

in design systems for AMTs at both the micro- and macro-structure level. This challenge series 
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will help develop solutions that are focused on validating/improving the accuracy of model pre-

dictions for AMTs [197]. AFRL publicly released data packages containing information of IN625 

produced via AMT. Depending on the challenge selected, the participants were tasked with either 

making process-to-structure predictions, where processing details would be used to predict geom-

etries, microstructural details, and residual strains; or structure-to-property predictions, where the 

models of representative or explicit microstructures would be used to predict stress-strain behav-

iors in the material.  

In 2020, a team from SIMULIA was awarded the first-place prize (out of 6 submissions) for pre-

dicting macroscale residual elastic strains from processing details in a IN625 component, which 

was the goal for challenge problem 1 of the AFRL Challenge Series: macro-scale process-to-struc-

ture predictions [198]. The team used AMT process simulation apps from SIMULIA and 3D Print-

ing preparation apps from DELMIA and the CATIA in this challenge. They used the DELMIA 

PBF app to recreate the scan path used in the AMT machine, and they used the SIMULIA Additive 

Manufacturing Scenario app to perform a coupled thermo-mechanical analysis of a high-quality 

FE mesh where elements were progressively activated to simulate the deposition process. 

Similarly, the National Institute of Standards and Technology (NIST) released the Additive Man-

ufacturing Benchmark test series (AM-Bench) in response to the several challenges of AMTs, 

where NIST publicly releases a series of highly controlled benchmark tests for AMTs that are used 

to validate the simulation tools of AMTs given different modelling challenge problems [199]. In 

the metal alloy category, NIST has two types of benchmark tests: The AMB-01 test, which consists 

of a bridge structure manufactured via PBF that seeks to investigate the residual stress, the part 

distortion, and the developed microstructure, and the AMB-02 test, which consists of individual 

laser scan tracks made on a IN625 plate using three different power and speed combinations, with 

the goal of investigating the melt pool length and the cooling rate of the solidifying material via 

in-situ measurements. 

In 2018, another team from SIMULIA in collaboration with TWI Ltd was awarded the first-place 

prize of the NIST challenge for predicting the residual stresses within an as-built IN625 bridge 

structure [200], [201]. Similar to the AFRL challenge, the team used the SIMULIA Additive Man-

ufacturing Scenario App to perform a coupled thermo-mechanical analysis of the AMT component 

with local activation of elements. Their results led to a publication that highlighted the abilities of 

their software for the prediction of mechanical responses (Figure 6.2) [202].  Within the same 

benchmark, the PRISM research group from the university of Birmingham was awarded the first-

place prize for predicting the phase evolution during residual stress annealing of an as-built IN625 

bridge structure [201]. The group used a computer coupling of phase diagrams and electrochem-

istry (CALPHAD)-based approach to capture the dendritic segregation of the alloying elements on 

the precipitation behavior of the IN625 material. The model was able to capture the precipitation 

kinetics during annealing considering Nb-rich and Nb-depleted regions in a leg of the component.  
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Figure 6.2. Comparison between predicted (top) and experimental (bottom) residual strains in a PBF 

bridge structure, modeled using SIMULIA. Reproduced from [202]. 

Under the second benchmark test of the NIST challenge, Applied Organization Inc. (AO) received 

a second-place award for predicting the grain structure within three single laser tracks on a bare 

plate of alloy Inconel 625 (IN625). They used the Additive Manufacturing Parameter Predictor 

(AMP2) software [203], which is an Integrated Computational Materials Engineering (ICME) suite 

of software developed by their company, to predict the melt-pool geometry, cooling rate, solidifi-

cation grain shapes, and the microstructure of each scan [204]. Their melt pool width and depth 

predictions showed a good agreement with the AM-Bench experiment data, whereas their cooling 

rate was overpredicted. Their dendritic spacing and overall grain shapes were also in good agree-

ment with the experimental EBSD scans.  

Currently, there are ongoing efforts by both NIST and AFRL to perform additional challenges in 

2021-2022. The resulting validation and verification of the different software used during the chal-

lenges can shed some light onto their limitations, their opportunities, and the overall path that we 

need to take to accurately recreate an AMT component from a multi-scale and a multi-physics 

approach. 

6.3 Key recommendations 

Table 6.1 summarizes and prioritizes the key gap and recommendations developed in this report.  

The recommendations in this table are aimed at the wider research community, not just to the NRC.  

The subsequent text expands on this summary. 

 
Table 6.1. Summary of key gaps and recommendations. 

Rank Topic 

High New validation approaches will be needed to realize the potential of microstruc-

tural modeling for AMT materials 

Ranking 

Rationale 

Validation by comparison to direct testing will significantly delay 

the qualification of AMTs 

Discussion • Comparison to long-term testing is incompatible for rapid 

qualification of AMTs 

• Staged qualification might be an option 

z 
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Rank Topic 

Low Improved, more automatic scale bridging methods are required, particularly in 

spanning between discrete and continuum methods 

Ranking 

Rationale 

Significant issue in applying the full-multiscale method, but current 

partial models can be used 

Discussion • Scale bridging between discrete and continuum model is necessary 

in a full multiscale hierarchy, but current models rely on ad hoc 

approaches 

• Formal approaches would greatly reduce the difficulty in 

constructing full multiscale models 

Low 

 

Direct discrete methods must overcome the time-scale issue to be directly applica-

ble to nuclear structural materials 

Ranking 

Rationale 

Addressing this issue would be a key development, but it is likely a 

long-term research goal 

Discussion • DFT, MD, and DD simulation time scales are too short to directly 

address key material issues for nuclear materials 

• These models can be used to address key mechanisms in higher 

length scale models, albeit in a way that requires expert 

intervention 

Medium Additional research needs to focus on nuclear structural materials 

Ranking 

Rationale 

Reactor vendor economic decision will hopefully guide DOE and 

other funding organization investment in key materials and technol-

ogies 

Discussion • Most current research focuses on aerospace applications and 

materials 

Medium New methods and additional research will be needed to accurately predict long-

term properties 

Ranking 

Rationale 

Long-term property predictions will be required for high tempera-

ture reactors and could be useful for certain LWR applications 

Discussion • Models currently focus on predicting stress-strain flow curves. 

• Other long-term properties are importance for certain reactor types 

High Qualification methods partly relying on modeling and simulation to replace long-

term testing should be developed and validated 

Ranking 

Rationale 

Increased emphasis on M&S is likely in future qualification ap-

proaches, particularly for AMTs 

Discussion • M&S can at least partly replace long-term testing 

• Integrated approaches including testing, monitoring, and modeling 

are likely in the near future 

Medium Methods for integrating data-driven modeling approaches into qualification frame-

works should be developed 

Ranking 

Rationale 

Machine learning and other data-driven approaches are increasingly 

popular, supplementing traditional physics-based modeling 

Discussion • Data-driven approach are often supplementing, complementing, or 

even replacing traditional physics-based modeling 



 

57 

Rank Topic 

• Applications to AMTs are likely as large dataset are available (for 

example from in-situ process modeling) 

Regulators are unlikely to see applications of the full multiscale method to new AMT mate-

rials in the near future 

The long-term goal of microstructurally-informed property prediction methods for AMTs is to 

form a complete process model that predicts the final material properties of interest starting from 

the input processing parameters.  In theory, such a model could predict the final performance of a 

component assembled using a new combination of AMT/base material chemistry without any di-

rect experimental testing.  This approach could revolutionize the material qualification process by 

drastically reducing the time required to qualify a new material by greatly reducing the required 

experimental data. 

In practice, regulators are unlikely to see this qualification approach pursued in the near future.  

As described in Chapters 3 and 4, there are significant research challenges that would need to be 

overcome before this approach could be applied to AMTs.  This section highlights some of these 

challenges, which include the development of a more automated multiscale model development 

processes, new methods for predicting relevant long-term properties, and the challenge associated 

with the time scale of discrete atomistic approaches.  Significant effort will be devoted to research 

overcoming these challenges, but it is unlikely anything like an automated multiscale, microstruc-

tural model for AMT materials will emerge in the next several years. 

However, one of the main attractions of a complete processing-structure-properties model is in 

solving the inverse problem of determining the processing parameters leading to a target set of 

material properties.  AMTs are particularly good targets for this type of ICME process, as they 

offer significant processing flexibility.  Moreover, the processing-structure models used for tailor-

ing a new material need not be as accurate as a model used to qualify a material.  For example, a 

reactor vendor might use ICME to design a new material for some particular application and then 

use a conventional or accelerated (see below) qualification approach to qualify it for nuclear ser-

vice.  Regulators should then be aware of the ICME methods in order to better understand the 

development of the new material, but need not rely on new approaches to directly qualify the 

material. 

Regulators are likely to see applications of microstructurally-based models to extend exper-

imental data on new AMTs and to help qualify new materials and processes 

While regulators are unlikely to see ab initio modeling used to qualify materials in the near future, 

they are likely to see increasing applications of microstructural models in aiding material qualifi-

cation.  This approach might combine experimental testing and microstructural modeling, with the 

goal of reducing, but not eliminating, the testing required to qualify a new AMT material.  Of 

particular importance to vendors would be reducing long-term test requirements.  For some high 

temperature reactor applications, qualifying a material for a 60 year service life requires a 20 year 

test.  This would severely limit the impact of rapidly-evolving AMTs on the nuclear industry and 
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so there will be a strong research focus on replacing, as much as possible, tests with modeling and 

simulation. 

The most likely applications of this approach for nuclear materials will address radiation and en-

vironmental damage and long-term high temperature structural properties.  The former could apply 

to both existing LWRs and new advanced reactors, the latter more likely to apply to future high 

temperature reactor designs. 

The current qualification methods for these types of properties involves dedicated long-term tests.  

For example, a dedicated set of in-reactor radiation damage experiments might be used to qualify 

the material for in-service radiation conditions.  As another example, long-term creep tests are 

used to determine the material rupture strength used for component design.  Oftentimes this testing 

is accelerated – for example testing at higher fluence or testing at higher temperature.  However, 

some long-term testing is still required.  This significantly increases the time between the devel-

opment of a new material or manufacturing process and putting it into nuclear service. 

As described above, microstructural modeling could be used to reduce this long-term testing re-

quirement and therefore reduce the time required to qualify the material.  The key idea, expounded 

above, is that microstructural models are more likely to remain accurate when extrapolated outside 

the conditions directly tested by experiments.  These models might still be partially calibrated to 

data but this increased model accuracy might reduce the required length of direct long-term testing 

needed to qualify the material by extending the acceptable extrapolation period. 

Regulators are likely to see these types of applications in the near future, particularly for AMTs 

where the existing experimental database does not include long-term tests on these new material 

and manufacturing processes.  Regulators will then need ways to assess the accuracy of micro-

structural models (see the next recommendation).  However, combined approaches using experi-

mental data supplemented by modeling predictions represent a bridge between conventional qual-

ification and qualification predominantly accomplished through modeling.  In the hybrid approach, 

some properties, for example those that only require short-term testing, might be qualified through 

conventional approaches, and some direct test data might be incorporated into the microstructural 

models used to qualify long-term properties.  

The community will need to develop new validation approaches to realize the potential of 

microstructural modeling and AMT materials 

Microstructural modeling approaches for qualifying new AMT materials will need to be validated.  

However, validation through direct testing, particularly for long-term properties, defeats the main 

purpose of using microstructural models to reduce the time required to qualify new materials and 

manufacturing processes.  Regulators will then need to consider new validation approaches. 

The gold standard for validation remains comparison to a blind dataset.  For example, the model 

developers might retain a subset of the available data from the model calibration process for a data-

driven formulation. They might similarly not consider a subset of the data when developing a 

physically-based model.  The most rigorous approach, typified by the AFRL and NIST bench-

marks described in Section 6.2, keeps a set of validation data entirely secret from the model de-

velopers.  These formal benchmark studies can then be presented as round robins, where various 

models/research groups attempt to accurately predict the withheld data.  These types of studies 
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could build regulator confidence in the general approaches used by the community, though they 

will not necessarily be helpful in evaluating a particular application. 

An additional challenge with these formal validation benchmarks for AMT materials is that they 

cannot be applied, at least in the near future, to long-term properties.  AMT processes are too new 

to have an extensive long-term property database already established.  Moreover, new AMT meth-

ods are continually being developed and applied to new materials.  One option would be to perform 

a benchmark study on an existing, non-AMT material with an available long-term property data-

base.  Again, these types of studies would not be directly applicable to particular applications of 

AMT materials in future nuclear components, but could be used to build regulator confidence in 

the approach. 

Future qualification programs might consider a staged qualification approach, particularly for 

long-term properties.  Here, state-of-the-art approaches could be used to predict the relevant long-

term material properties used in the reactor design.  The component design and construction could 

go ahead using these predicted properties.  But at the same time a long-term testing program would 

be established with a staggered test schedule designed to produce validation data in the future at 

regular intervals.  This data could then be used to validate the predicted properties and the compo-

nent operating conditions altered, or the component repaired or retrofitted, if needed. 

A staggered qualification plan is a variant of this approach.  Here the staggered testing program 

would precede the component design by some period of time so that a portion of the test data 

would be available to develop models for “bootstrapping” the direct property tests out to longer-

periods of time.  Again, the remaining staggered tests could then be used to evaluate the predicted 

properties. 

Another, potentially complimentary, variant of this type of validation plan would involve in situ 

monitoring specimens.  These test specimens would be exposed to the actual reactor operating 

environment (temperature, radiation dose, coolant chemistry, etc.) and periodically removed and 

tested to establish the staggered validation data.  There are additional complications for in situ 

monitoring of specimens, notably the development of a robust and representative test article and 

the logistics of inserting and removing specimens from operating reactors, but the additional com-

plication might be justified for reactors that expose structural materials to a harsh operating envi-

ronment. 

Emulating existing materials is an additional qualification approach for AMTs that could avoid 

long-term testing, albeit at the cost of sacrificing some of the advantages of AMT methods.  Here 

the goal would be to tune the AMT process to deliver a material with a microstructure, and hence 

properties, comparable to some well-studied and qualified conventional material.  Component de-

sign could then proceed using the qualified properties for the conventional material.  This approach 

could be used to rapidly qualify AMT components and retain the geometric flexibility of AMTs.  

However, it could not be used to take advantage of the control offered by AMT processes to im-

prove the properties of the base material compared to conventional manufacturing approaches. 

Data-driven models will play an increasing role in qualification methods, both by them-

selves and in conjunction with physically-based models 

Chapter 4 summarizes current applications of data-driven approaches to microstructural models 

for AMTs.  The current body of literature is small, given that both AMTs and the current emphasis 
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on data-driven methods are both relatively new.  However, this type of approach is likely to con-

tinue to increase and so regulators should continue to remain aware of developments in the field.   

In principle, validating data-driven approaches is the same as validating physically-based methods.  

However, given that these methods rely on interpolating and extrapolating from an underlying 

dataset, additional consideration might be required in validating purely data-driven prediction 

methods for long-term properties. 

A likely application of these techniques is in conjunction with physically-based modeling.  For 

example, machine learning techniques might be used to develop a simplified surrogate model rep-

resenting a dataset generated from a more expensive physically-based model.  Data-driven mod-

eling might be used to bridge scales in a multiscale, physically-based framework.  Or physical 

constraints might be incorporated into data-driven models in order to increase their accuracy, par-

ticularly when extrapolating outside of the training data set.  An example might be in modeling 

the deformation of structural materials.  A simple machine learning approach might train a model 

on sets of experimental stress-strain-time histories.  However, there would be no guarantee that 

the resulting model would respect physical laws, for example the Clausius-Duhem inequality (the 

second law of thermodynamics) or well-established material relations like yield criteria, an elastic 

domain, etc.  Enforcing these constraints should result in more accurate models and may also im-

prove the extrapolated model predictions away from the available experimental data. 

The development, by the wider research community, of improved, more automatic scale-

bridging methods would greatly simplify the implementation of multiscale modeling, par-

ticularly in spanning between discrete and continuum models 

Chapter 3 notes that one challenge in applying multiscale physical models to nuclear materials, 

particularly ab initio models, is the difficulty in automatically bridging length scales.  This problem 

is especially acute when bridging from a discrete model (for example MD or DD) to a continuum 

model (for example, crystal plasticity).   The lack of formal frameworks for transitioning between 

discrete and continuum approaches means that multiscale modeling tends to be a bespoke process, 

manually carried out by expert intervention.  This makes the development of a multiscale model 

for a particular material or manufacturing process a slow task and limits the application of the 

approach to AMTs.  Partial multiscale models ameliorate this difficulty: for example, formal ho-

mogenization solves the scale bridging problem once in the length scales covered by continuum 

representations.  However, additional research on scale bridging methods will be required to real-

ize the full potential of multiscale modeling for AMT materials. 

The time-scale of direct atomistic and defect modeling approaches prevents their direct ap-

plication to AMTs for nuclear reactor applications 

Discrete atomistic and defect simulation methods can only directly access very short time scales.  

Explicit time integration methods formally limit the numerical time step in these methods and so 

they can only directly simulate very short periods of time.  Implicit integration methods can be 

applied, for example in DD simulations, to improve this mathematical time step limit.  However, 

even here defect-defect interactions (for example dislocation annihilation and generation reactors) 

physically limit the simulation time step. 

These challenges are fundamental to the simulation methods and mean that these approaches are 

unlikely to be directly applicable to nuclear materials.  The most promising direct applications of 
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MD and DD simulations have been for extreme loading events with very rapid time scales – time 

scales approachable directly by discrete simulations. 

However, these methods have a place in the development of multiscale models for nuclear mate-

rials.  Some critical events in the material, for example individual dislocation-obstacle interactions, 

have time scales directly resolvable with MD and DD simulation methods.  Understanding and 

modeling these events is a crucial component of a complete multiscale model.  Moreover, kine-

matic methods like KMC can apply discrete atomistic simulations on a diffusional time scale, 

which is directly relevant for long-term material properties like radiation damage and creep rup-

ture.  So, while discrete simulation methods cannot directly resolve the critical time scales for 

nuclear structural materials, they can still provide critical insight into key material processes that 

form a part of a larger multiscale model. 

There are comparatively few studies applying microstructural modeling to predict proper-

ties of AMT materials, there are almost no studies applying these techniques to likely nu-

clear structural materials 

We identified very few studies directly considering AMT processes and materials that will likely 

be applied to nuclear structural components.  The most relevant were studies examining PBF aus-

tenitic stainless steel, though some of the Ni-base superalloy studies on aerospace alloys might be 

applicable to similar alloys used in future high temperature reactors.  However, we identified a 

broader set of studies looking at process modeling for nuclear structural materials in the companion 

report. 

We expect more published research directly applicable to nuclear materials in the future as AMTs 

are applied in future advanced reactor designs and as industry begins to adopt AMT techniques for 

the manufacture of replacement parts in operating reactors. 

Most current applications are for predicting short-term properties; predicting long-term 

properties will be more difficult 

The applications identified here have, for the most part, focused on short term material properties, 

predominantly flow curves and the associated measurements of yield strength, tensile strength, 

and ductility.  Models targeting such properties are comparatively easy to validate because direct 

experiments can be used to quickly assess the model’s performance. 

However, the design of nuclear components often involves long-term material properties, like ra-

diation-induced embrittlement, long-term creep strength, and other similar properties.  Microstruc-

tural methods will need to be developed to model these properties to complete processing-struc-

ture-properties models for nuclear components.  Validation will be one key challenge in develop-

ing these models, as discussed above.  Improved physical models will be an additional challenge, 

as physically-based methods for predicting long-term properties are less well developed when 

compared to methods for predicting short-term properties like flow curves. 
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7 Conclusions 

This report summarizes the current state of the art in microstructurally-based methods for predict-

ing material properties for AMT materials.  The report includes a broad literature survey focusing 

on key microstructural features, physically-based methods, and data-driven methods for AMTs of 

likely interest to reactor operators, developers, and vendors.  Based on this literature survey, the 

report includes a gap analysis focusing on technological challenges applying the modeling tech-

niques to reactor structural materials.  Finally, the report synthesizes a list of key gaps and recom-

mendations on microstructural modeling.  Chapter 6 describes these key recommendations, which 

are: 

• Regulators are unlikely to see applications of the full multiscale method to new AMT ma-

terials in the near future 

• Regulators are likely to see applications of microstructurally-based models to extend ex-

perimental data on new AMTs and to help qualify new materials and processes 

• New validation approaches will be needed to realize the potential of microstructural mod-

eling for AMT materials 

• Data-driven approaches will continue to increase, both by themselves and in conjunction 

with physically-based models 

• Improved, more automatic scaling bridging methods are required, particularly in spanning 

between discrete and continuum models 

• The time-scale of direct atomistic and defect modeling approaches prevents their direct 

application to AMTs for nuclear reactor applications 

• There are comparatively few studies applying microstructural modeling to predict struc-

tural material properties for AMTs, there are almost no studies applying these techniques 

to likely nuclear structural materials 

• Most current applications are for predicting short-term properties; predicting long-term 

properties will be more difficult 

In addition, the report surveys widely available modeling and simulation tools for microstructural 

modeling, focusing on the software tools that have been applied to AMT materials.  Chapter 6 also 

contains a brief summary of formal validation studies applied to AMT materials 

Taken together with a companion report describing processing models to predict the initial mate-

rial microstructure, these reports summarize current progress towards processing-structure-prop-

erties models for AMTs.  When fully developed, these models will greatly reduce the time between 

the development of a new processing technology or material and qualifying that new process or 

material for nuclear service.  Furthermore, these types of models will aid in the ICME process of 

tailoring a material for a particular application.  These models then have the potential reduce the 

cost and increase the flexibility of nuclear systems.  In this context, regulators should expect to see 

an increasing application of these models and AMTs in general, both in the repair and retrofitting 

of the existing reactor fleet and in the development and construction of future advanced reactors.  
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